
Monitoring in Changing Environments: Discrete
Case

Ansgar Steland[0000−1111−2222−3333] and
Ewaryst Rafajłowicz[1111−2222−3333−4444]
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1 Introduction

Let𝑈𝑡 denote a control statistics, e.g. the Shewhart chart statistic𝑈𝑡 = 𝑋𝑡−𝜇̄0
𝜎0

, where
𝜇̄0 denotes the in-control mean and 𝜎0 the standard deviation asssumed to be known.
Suppose the monitoring procedure gives a signal if 𝑈𝑡 exceeds a threshold 𝑐. A
common approach is to select 𝑐 such that the false alarm rate, 𝑝 𝑓 , defined as the
probability to give a signal although the in-control situation of no change holds,
equals a prespecified value 𝛼 ∈ (0, 1) at each time instant 𝑡, i.e.

𝑝 𝑓 = 𝑃∞ (𝑈𝑡 > 𝑐) = 𝛼

where notation 𝑃∞ indicates that the probability is calculated under the no-change
null hypothesis corresponding to normal conditions. For i.i.d. Gaussian data one has
𝑝 𝑓 = 1 −Φ(𝑐) where Φ(𝑥), 𝑥 ∈ R, denotes the distribution function of the standard
normal law, so that the choice 𝑐 = Φ−1 (1 − 𝛼) leads to a false-alarm rate 𝛼, where
Φ−1 (𝑥), 𝑥 ∈ (0, 1), stands for the quantile function associated to Φ(𝑥). The classical
Shewhart chart monitors the sequence 𝑋1, 𝑋2, · · · and signals an alarm, if the alarm
event {𝑈𝑡 > 𝑐} occurs for the first time. The also called average run length (ARL)
or mean time to a signal, which is false alarm under 𝑃∞, is given by ARL = 1

𝛼
. This

simple charting procedure is known to sensitive with respect to change-points where
the mean of the data jumps to a new value. (REFERENCES)
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Frequently, however, there exist external random variabes, 𝑍𝑡 , representing the
environment (or framework) of themonitoring procedure and potentially affecting the
lawof the observables 𝑋𝑡 . Further, the environment often also influences howwewant
to evaluate a deviation𝑈𝑡 from normal behaviour, in the sense that we would like to
change the design of the decision procedure, which goes beyond taking into account
of the dependence of the distribution of 𝑋𝑡 on 𝑍𝑡 by appropriately standardizing
the measurements 𝑋𝑡 . For example, relevant measurements of a safety system for a
vehiclewhich intervenes in the steeringmay not only depend on the vehicle’s velocity,
but at high velocities the system should be substantially more sensitive to departures
from normal behaviour indicating a safety problem than for low velocities, since
even small misinterventions may result in serious accidents. Another interesting
example is watermark detection for LLNs to identify AI-generated text. Here, the
token generated in each step is drawn only from a randomly generated green set
of tokens, whereas tokens from the complimentary red set are avoided. The green
and red sets are created randomly using a random seed depending on last token, so
that these sets are reproducible by a user. Hence, one may check for the presence of
the watermark by considering the fraction of tokens lying in the green set. For high
entropy parts of a text, the watermark effect on the generated output is negligible,
whereas for low entropy parts, where the next token is almost deterministic, the
output can be quite poor. Thus, the sensitivity of a watermark detector should be
concentrated on high entropy parts, since the watermark is not detectable in low
entropy parts anyway.
In such cases it is reasonable to select the threshold as a function of 𝑍𝑡 , in order to

take the available information on the environment into account. Let us assume that
the in-control distribution of 𝑋𝑡 is Gaussian with mean function 𝜇0 (𝑍𝑡 ) and standard
deviation 𝜎0. This means, 𝜇0 (𝑧) describes the mean of 𝑋𝑡 given the environment
𝑍𝑡 = 𝑧. To this end, we assume for simplicity of exposition that 𝜎0 is known. The
corresponding Shewhart chart statistic now reads as 𝑈𝑡 =

𝑋𝑡−𝜇0 (𝑍𝑡 )
𝜎0

and follows
under normal conditions a standard normal law given 𝑍𝑡 . The environment-adapted
procedure gives a signal, if

𝑈𝑡 > 𝑐(𝑍𝑡 )

for the first time. The question arises how one can now choose the threshold function
𝑐(·) in such a way that the procedure guarantees a certain marginal false alarm rate,
so that

𝑝 𝑓 = 𝑃(𝑈𝑡 > 𝑐(𝑍𝑡 )) = 𝛼.

In this general formulation, there are infinitely many functions 𝑐(𝑧) which solve this
constraint. By expressing 𝑝 𝑓 in terms of the conditional alarm rate

𝜋(𝑧) = 𝑃(𝑈𝑡 > 𝑐(𝑧) |𝑍𝑡 = 𝑧),

which is governed by a normal law, and the distribution of 𝑍𝑡 , we discuss this problem
in Section 1.1.
Let us assume that the law of our measurements depends on 𝑍𝑡 also in terms

of the (conditional) variance, such that now 𝜎0 = 𝜎0 (𝑍𝑡 ) becomes a function of
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𝑍𝑡 . Obviously, this setting is covered by the above approach. Specifically, now the
constant threshold 𝑐(𝑧) = 𝑐 leads again to the choice 𝑐 = Φ−1 (1 − 𝛼). Nevertheless,
if we want to adapt the design of the decision procedure to behave differently for
different values of 𝑍𝑡 , we are again led to the problem to find a function 𝑐(𝑧) such
that 𝑃(𝑈𝑡 > 𝑐(𝑍𝑡 )) = 𝛼 holds, where now𝑈𝑡 = 𝑋𝑡−𝜇0 (𝑍𝑡 )

𝜎0 (𝑍𝑡 ) .
LLN EXAMPLE (long version): Another interesting example is watermark

testing and monitoring in large language models (LLNs). Here the aim is to be
able to detect reliably a watermark to identify AI-generated content, e.g., in social
media. In [?] the authors propose to implement a watermark in LLNs by the fol-
lowing procedure. Recall that LLNs generate output by iteratively adding a new
token 𝑠𝑡 to the previous tokens 𝑠𝑡−𝑁 , . . . , 𝑠𝑡−1 by drawing 𝑠𝑡 from a distribution
𝜇 over the alphabet A of tokens, which depends on 𝑠𝑡−𝑁 , . . . , 𝑠𝑡−1. The mapping
(𝑠𝑡−𝑁 , . . . , 𝑠𝑡−1) ↦→ 𝜇((𝑠𝑡−𝑁 , . . . , 𝑠𝑡−1) is learned from a training sample. A water-
mark is now implemented by dividing randomly in each step the alphabet A in two
setsA𝑟 (red set) andA𝑔 (green set) of equal size and drawing 𝑠𝑡 only from the green
set A𝑔. The sets are randomly generated using a random seed determined from a
hash function of the past tokens (𝑠𝑡−𝑁 , . . . , 𝑠𝑡−1). Thus, when checking whether an
image or text comes from an LLNs, i.e. has a watermark, the sets A𝑟 and A𝑔 can
be reproduced from the past tokens, and one can check whether the watermark rule
𝑠𝑡 ∈ A𝑔 is violated or now. Under the null hypothesis that the text is not generated
from the LLN, 𝑠𝑡 ∈ A𝑔 holds with probability 1

2 . If we group the token sequence
in successive blocks of length 𝑀 and let 𝑋𝑡 be the fraction of green set tokens, the
standardized statistic𝑈𝑡 = 2

√
𝑀
𝑋𝑡−1/2

2 is approximately normal for large 𝑀 , and we
decide in favor of the alternative that a watermark is present, if𝑈𝑡 > 𝑐. The influence
of the watermark on the quality of the generated output depends on the entropy of the
token sequence. For high entropy parts the effect is negligible in practice, whereas
for low entropy parts of the sequence the next token 𝑠𝑡 is almost deterministic, i.e.,
the distribution 𝜇 has a peak at 𝑠𝑡 , such that implementing the watermark leads to
poor performance of the LLN. This suggests to let 𝑍𝑡 be an estimator of the current
block’s entropy and to select 𝑐 = 𝑐(𝑍𝑡 ) such that the watermark detector has high
sensitivity for large values of 𝑍𝑡 and low sensitivity for high values.

1.1 Level 𝜶 Threshold Functions

Let us assume that 𝑍𝑡 follows a discrete distribution on a set {𝑧1, . . . , 𝑧𝐾 } with
density function 𝑝(𝑧), 𝑧 ∈ R, and probabilities 𝑝𝑘 = 𝑃(𝑍𝑡 = 𝑧𝑘), 1 ≤ 𝑘 ≤ 𝐾 , for
some 𝐾 ∈ N. Let 𝒑 = (𝑝1, . . . , 𝑝𝐾 )⊤. Then
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𝑝 𝑓 = 𝑃

(
𝑋𝑡 − 𝜇̄0
𝜎0

> 𝑐(𝑍𝑡 )
)

=

𝐾∑︁
𝑘=1

𝑝𝑘𝑃

(
𝑈𝑡 − 𝜇̄0
𝜎0

> 𝑐(𝑧)
)

= 1 −
𝐾∑︁
𝑘=1

𝑝𝑘Φ(𝑐(𝑧𝑘))

If we let 𝑐𝑘 = Φ(𝑐(𝑧𝑘)), 1 ≤ 𝑘 ≤ 𝐾 , then we arrive at the problem to determine 𝐾
nonnegative numbers 𝑐1, . . . , 𝑐𝐾 such that

𝐾∑︁
𝑘=1

𝑝𝑘𝑐𝑘 = 1 − 𝛼. (1)

There exist infinitely many solutions and the following lemma collects some special
solutions and two general approaches to construct 𝑐-functions solving (1). There
exists a constant solution and a solution with 𝑐𝑘 ∼ 𝑝𝑘 . Further, one can consider
sub probability densities summing up to 1 − 𝛼, and one can construct solutions
geometrically.
For the geometric approach, recall the following facts. The angle between two 𝐾-

vectors u and v is defined as ∠(u, v) = arccos
(

u⊤v
∥u∥2 ∥v∥2

)
. The angle, 𝛾, between the

given vector p = (𝑝1, . . . , 𝑝𝐾 )⊤ and the vector c = (𝑐1, . . . , 𝑐𝐾 )⊤ to be determined
needs to satisfy

𝛾 = ∠(p, c) = arccos
(

1 − 𝛼
∥p∥2∥c∥2

)
.

If 𝒄 is a unit vector, then 𝛾 depends only on 𝛼 and 𝒑, and one obtains solutions by
rotating 𝒑.

Lemma 1 Given a probability vector p equation (1) can be solved as follows.

(i) The constant solution given by

𝒄∗𝛼 = (1 − 𝛼)1𝐾 ,

leads to the 𝑐-function

𝑐∗𝛼 (𝑧𝑘) = Φ−1 (1 − 𝛼), 1 ≤ 𝑘 ≤ 𝐾.

(ii)A proportional solution is given by

𝒄∗𝑝𝑟𝑜𝑝 =
1 − 𝛼
∥ 𝒑∥2

2
𝒑

with 𝑐-function
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𝑐∗𝑝𝑟𝑜𝑝 (𝑧𝑘) = Φ−1

(
1 − 𝛼
∥ 𝒑∥2

2
𝑝𝑘

)
, 1 ≤ 𝑘 ≤ 𝐾.

(iii)If 1− ∥ 𝒑∥2 < 𝛼 < 1+ ∥ 𝒑∥2, then unit vectors solve equation (1). Fix some 𝐾 ×𝐾
dimensional rotation matrix A𝐾 (𝛾) and let

c∗ = A𝐾 (𝛾)p/∥p∥2.

The associated function 𝑐(𝑧) is then determined at all points 𝑧𝑘 by

𝑐(𝑧𝑘) = Φ−1 (𝑐∗𝑘), 1 ≤ 𝑘 ≤ 𝐾.

(iv)Let g = (𝑔1, . . . , 𝑔𝐾 )⊤ be a sub probability density dominated by 𝒑, i.e., a vector
of nonnegative real numbers with 0 < 𝑔𝑘 < 𝑝𝑘 for all 𝑘 and

∑𝐾
𝑘=1 𝑔𝑘 = 1 − 𝛼.

Then c∗𝑔 = (𝑐∗
𝑔1, . . . , 𝑐

∗
𝑔𝐾

)⊤ with entries defined by

𝑐∗𝑔𝑘 = Φ−1
(
𝑔𝑘

𝑝𝑘

)
1{𝑝𝑘>0} +Φ−1 (0)1{𝑔𝑘=0}, 1 ≤ 𝑘 ≤ 𝐾,

provides a solution vector c∗𝑔, and the associated 𝑐-function, 𝑐∗, is determined at
all possible realizations 𝑧𝑘 of 𝑍𝑡 by

𝑐∗ (𝑧𝑘) = Φ(𝑐∗𝑔𝑘), 1 ≤ 𝑘 ≤ 𝐾.

Proof. Obviously, the constant solution (i) ensures 𝒄∗𝛼⊤ 𝒑 = (1−𝛼)∑𝐾
𝑘=1 𝑝𝑘 = 1−𝛼.

Similarly, the proportional solution satisfies 𝒄∗𝑝𝑟𝑜𝑝⊤ 𝒑 =
(1−𝛼)
∥𝒑 ∥2

2

∑𝐾
𝑖=1 𝑝

2
𝑖
= 1 − 𝛼. To

see (iii), first note that the condition 1 − ∥ 𝒑∥2 < 𝛼 < 1 + ∥ 𝒑∥2 ensures that
1−𝛼
∥𝒑 ∥2 ∈ (−1, 1). Any unit vector 𝒄 with ∠(𝒄, 𝒑) = 𝛾 := arccos

(
1−𝛼
∥𝒑 ∥

)
, i.e., with

arccos
(
𝒄⊤𝒑
∥𝒑 ∥

)
= 𝛾, necessarily satisfies 𝒄⊤ 𝒑 = 1 − 𝛼. Hence, any such 𝒄 solves the

given problem. Now, the specific choice 𝒄∗ = 𝑨𝐾 (𝛾) 𝒑
∥𝒑 ∥ satisfies ∠(𝒄

∗, 𝒑) = 𝛾 by
construction and thus provides a solution. It remains to verify (iv). We have

𝐾∑︁
𝑘=1

𝑝𝑘Φ(𝑐∗𝑔𝑘) =
∑︁

1≤𝑘≤𝐾 :𝑝𝑘>0
𝑝𝑘Φ◦Φ−1

(
𝑔𝑘

𝑝𝑘

)
=

∑︁
1≤𝑘≤𝐾 :𝑝𝑘>0

𝑝𝑘
𝑔𝑘

𝑝𝑘
=

𝐾∑︁
𝑘=1

𝑔𝑘 = 1−𝛼.

⊓⊔

Remark 1 If in (i) and (ii) the constant 1−𝛼 is replaced by some larger value, one still
obtains a level 𝛼 test, since then (1) holds with = replaced by ≥, so that 𝑝 𝑓 ≤ 𝛼. The
same applies, if in (iv) one chooses 0 < 𝑔𝑘 < 𝑝𝑘 , 1 ≤ 𝑘 ≤ 𝐾 , with

∑𝐾
𝑘=1 𝑔𝑘 ≥ 1−𝛼.

Note that the constant solution selects in each state of the system the same thresh-
old to guarantee the false alarm rate 𝛼. This solution is agnostic to the environment
as it ignores the information 𝑍𝑡 . Let us consider the geometric approach. If there are
two states, i.e. 𝐾 = 2, there is a unique rotation matrix given by
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A2 (𝛾) =
[
cos(𝛾) − sin(𝛾)
sin(𝛾) cos(𝛾)

]
.

For 𝐾 > 2 one may use any proper rotation from the special orthognal group,
𝑆𝑂 (𝐾), of degree 𝐾 . Especially, one can simply embed the 2-dimensional rotation
A2 as follows: Fix two coordinates 𝑗 , 𝑘 ∈ {1, . . . , 𝐾} with 𝑝 𝑗 𝑝𝑘 ≠ 0 and let P be a
permutation matrix mapping ( 𝑗 , 𝑘) to (1, 2). Recall that any permutation matrix is
obtained by permuting the columns of the identity matrix. Now let

C(𝛾) =
[
A2 (𝛾) 0𝐾−2,
0⊤
𝐾−2 I𝐾−2

]
,

where for 𝑙 ∈ N we put 0𝑙 = (0, . . . , 0)⊤ ∈ R𝑙 and denote by I𝑙 the 𝑙-dimensional
unit matrix. The matrix

A𝐾 (𝛾) = P⊤C(𝛾)P

performs a rotation by the angle 𝛾.
However, the method of solution provided by (iv) may be most appropriate in

applications. By selecting the vector g of probabilities which sum up to 1−𝛼 we can
tailor the decision threshold 𝑐(𝑧).

2 Threshold designs controlling sensitivity

Now we study the problem to design the procedure in such a way that its sensitivity
depends on the environmental information 𝑍𝑡 but keeping the overall false alarm
rate 𝛼. Indeed, in many application one may be interested in specifying the decision
procedure in such a way that its sensitivity to detect a change is higher for certain
values of 𝑍𝑡 than for others. Here the idea is not to consider the sensitivity in
terms of the detection power under alternatives. This issue is studied in next section.
Instead, the aim is design the threshold function such that the false-alarm rate, which
determines the sensitivity, varies depending on the value of 𝑍𝑡 . We consider two
approaches. The first one guarantees the overall (marginal) false-alarm rate 𝛼 and
distributes it over a partition of the sampling space of 𝑍𝑡 by selecting appropriate
threshold functions for each set of the partition. This is done by using prespecified
probabilities assigned to the partioning sets, which sum up to the nominal false-alarm
rate. The second approach conditions on the information 𝑍𝑡 and thus controls the
conditional false-alarm rate at a given prespecified level 𝛼.
The details of the first approach are as follows. Select disjoint non-empty intervals

𝐼𝑙 , 1 ≤ 𝑙 ≤ 𝐿, which partition the sampling space of the 𝑍 ′
𝑡 𝑠, such that

supp(𝑝) = {𝑧 : 𝑝(𝑧) > 0} = 𝐼1 ∪ · · · ∪ 𝐼𝐿 .

Next, select false-alarm probabilities 𝛼1, . . . , 𝛼𝐿 with
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𝐿∑︁
𝑙=1

𝛼𝑙 ≤ 𝛼 (2)

satisfying
𝛼𝑙 < 𝑝𝑙 :=

∑︁
𝑧∈𝐼𝑙

𝑝(𝑧) (3)

for 1 ≤ 𝑙 ≤ 𝐿. Let 𝑔𝑙 : R→ R be functions with 0 < 𝑔𝑙 (𝑧𝑘) < 𝑝𝑘 for all 1 ≤ 𝑘 ≤ 𝐾

and ∑︁
𝑧∈𝐼𝑙

𝑔𝑙 (𝑧) = 𝑝𝑙 − 𝛼𝑙 , (4)

1 ≤ 𝑙 ≤ 𝐿. The proposed distributing threshold function is then defined by

𝑐∗𝑑𝑖𝑠𝑡𝑟 (𝑧) = Φ−1
(
𝑔𝑙 (𝑧)
𝑝(𝑧)

)
1{𝑝>0} (𝑧) +Φ−1 (0)1{𝑝=0} (𝑧), 𝑧 ∈ 𝐼𝑙 , 1 ≤ 𝑙 ≤ 𝐿.

The following lemma shows that the resulting procedure defines a level 𝛼 test
with associated monitoring Shewhart chart attaining at least an average run length
of 1/𝛼.

Lemma 2 Assume that conditions (2)–(4) hold. Then the threshold function 𝑐∗
𝑑𝑖𝑠𝑡𝑟

has false-alarm rate
𝑃(𝑈𝑡 > 𝑐∗𝑑𝑖𝑠𝑡𝑟 (𝑍𝑡 )) ≤ 𝛼.

Proof. Using the identity 𝑐∗
𝑑𝑖𝑠𝑡𝑟

(𝑧) = ∑𝐿
𝑙=1 1𝐼𝑙 (𝑧)Φ−1

(
𝑔𝑙 (𝑧)
𝑝 (𝑧)

)
= Φ−1

(∑𝐿
𝑙=1 1𝐼𝑙 (𝑧)

𝑔𝑙 (𝑧)
𝑝 (𝑧)

)
for all 𝑧 ∈ supp(𝑝), we obtain

𝑃(𝑈𝑡 > 𝑐∗𝑑𝑖𝑠𝑡𝑟 (𝑍𝑡 )) = 1 −
∑︁
𝑧

𝑃(𝑈𝑡 ≤ 𝑐∗𝑑𝑖𝑠𝑡𝑟 (𝑧))𝑝(𝑧)

= 1 −
∑︁

{𝑧:𝑝 (𝑧)>0}
Φ(𝑐∗𝑑𝑖𝑠𝑡𝑟 (𝑧))𝑝(𝑧)

= 1 −
𝐿∑︁
𝑙=1

∑︁
𝑧∈𝐼𝑙∩{𝑝>0}

𝑔𝑙 (𝑧)
𝑝(𝑧) 𝑝(𝑧)

= 1 −
𝐿∑︁
𝑙=1

∑︁
𝑧∈𝐼𝑙

𝑔𝑙 (𝑧)

= 1 −
𝐿∑︁
𝑙=1

(𝑝𝑙 − 𝛼𝑙).

Using
∑𝐿
𝑙=1 𝑝𝑙 = 1 and

∑𝐿
𝑙=1 𝛼𝑙 = 𝛼, we obtain 𝑃(𝑈𝑡 > 𝑐∗𝑑𝑖𝑠𝑡𝑟 (𝑍𝑡 )) = 𝛼. ⊓⊔

The second strategy is to control the conditional false-alarm rate given 𝑍𝑡 ∈ 𝐼𝑘 is
observed for some 1 ≤ 𝑘 ≤ 𝐿. Fix target (conditional) false-alarm probabilities

𝛼1, . . . , 𝛼𝐿 ∈ (0, 1) (5)
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and let 𝑔𝑙 : R→ R be functions with 0 < 𝑔(𝑧𝑘) < 𝑝(𝑧𝑘), 1 ≤ 𝑘 ≤ 𝐾 , and∑︁
𝑧∈𝐼𝑙

𝑔𝑙 (𝑧) = 𝛼𝑙 𝑝𝑙 , (6)

where as above 𝑝𝑙 =
∑
𝑧∈𝐼𝑙 𝑝(𝑧). Define

𝑐∗𝑐𝑜𝑛𝑑 (𝑧) = (1 −Φ)−1
(
𝑔𝑙 (𝑧)
𝑝(𝑧)

)
, 𝑧 ∈ 𝐼𝑙 , 1 ≤ 𝑙 ≤ 𝐿.

Lemma 3 Suppose that conditions (5) and (6) hold. Then the threshold function
𝑐∗
𝑐𝑜𝑛𝑑

ensures the conditional false-alarm rates

𝑝 𝑓 (𝑘) = 𝑃(𝑈𝑡 > 𝑐∗ (𝑍𝑡 ) |𝑍𝑡 ∈ 𝐼𝑘) = 𝛼𝑘 , 1 ≤ 𝑘 ≤ 𝐿.

Proof. Clearly, 𝑝 𝑓 (𝑘) =
𝑃 (𝑈𝑡>𝑐

∗
𝑐𝑜𝑛𝑑

(𝑍𝑡 ) ,𝑍𝑡 ∈𝐼𝑘 )
𝑝𝑘

. We have

𝑃(𝑈𝑡 > 𝑐∗𝑐𝑜𝑛𝑑 (𝑍𝑡 ), 𝑍𝑡 ∈ 𝐼𝑘) =
∑︁

𝑧∈{𝑝>0}
𝑃(𝑈𝑡 > 𝑐∗𝑐𝑜𝑛𝑑 (𝑧), 𝑧 ∈ 𝐼𝑘)𝑝(𝑧)

=
∑︁

𝑧∈{𝑝>0}
𝑃(𝑈𝑡 > 𝑐∗𝑐𝑜𝑛𝑑 (𝑧))1𝐼𝑘 (𝑧)𝑝(𝑧)

=
∑︁
𝑧∈𝐼𝑘

(1 −Φ) (𝑐∗𝑐𝑜𝑛𝑑 (𝑧))𝑝(𝑧)

=
∑︁

𝑧∈𝐼𝑘∩{𝑝>0}

𝑔𝑘 (𝑧)
𝑝(𝑧) 𝑝(𝑧)

= 𝛼𝑘 𝑝𝑘 .

Hence 𝑝 𝑓 (𝑘) = 𝛼𝑘 , 1 ≤ 𝑘 ≤ 𝐾 . ⊓⊔
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Appendix

3 Styling of References

References may be cited in the text either by number (preferred) or by author/year.1
If the citatiion in the text is numbered, the reference list should be arranged in
ascending order. If the citation in the text is author/year, the reference list should be

1 Make sure that all references from the list are cited in the text. Those not cited should be moved
to a separate Further Reading section or chapter.
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sorted alphabetically and if there are several works by the same author, the following
order should be used:

1. all works by the author alone, ordered chronologically by year of publication
2. all works by the author with a coauthor, ordered alphabetically by coauthor
3. all works by the author with several coauthors, ordered chronologically by year
of publication.

The styling of references2 depends on the subject of your book:

• The two recommended styles for references in books on mathematical, physical,
statistical and computer sciences are depicted in [1, 2, 3, 4, 5] and [6, 7, 8, 9, 10].

• Examples of the most commonly used reference style in books on Psychology,
Social Sciences are [11, 12, 13, 14, 15].

• Examples for references in books onHumanities, Linguistics, Philosophy are [16,
17, 18, 19, 20].

• Examples of the basic Springer Nature style used in publications on a wide range
of subjects such as Computer Science, Economics, Engineering, Geosciences,
Life Sciences, Medicine, Biomedicine are [21, 22, 24, 23, 25].
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