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Abstract

Bandwidth selection is a critical aspect of statistical tests based on nonpara-
metric regression or density estimation, and multiscale test procedures address
this issue by incorporating all bandwidths simultaneously. Remarkably, this ap-
proach avoids a severe multiple testing penalty and instead offers a “free lunch”
in statistical inference: the test achieves asymptotically optimal detection power
across all scales without prior knowledge of the effect’s length scale. However, con-
structing valid multiscale procedures is highly dependent on the sampling setting
and often relies on bounding unknown and difficult-to-identify quantities, such as
exponential tail bounds.

In this work, we develop a feasible multiscale test for a broad range of sam-
pling settings via weak convergence arguments, by replacing the additive multiscale
penalty with a multiplicative weighting. Specifically, we derive tightness conditions
for the functional central limit in Hölder spaces with a critical modulus of conti-
nuity, where Donsker’s theorem fails to hold. Probabilistically, we discover a novel
form of restricted weak convergence that holds only in the tail of the distribution.
This new theoretical foundation preserves the optimal detection properties of mul-
tiscale tests and extends their applicability to nonstationary nonlinear time series
via a tailored bootstrap scheme. Applications to signal discovery, goodness-of-fit
testing of regression functions, and multiple changepoint detection are studied in
detail. By offering a fresh perspective on multiscale statistics, we aim to facilitate
their adaptation to a broader range of statistical problems.

1 Introduction

The fundamental problem of signal discovery, or anomaly detection, may be modeled as

Yt = fn(t) + ηt, t = 1, . . . , n, (1)

for iid centered random variables ηt with variance σ2 = Var(ηt), and a regression function
of the form fn(t) = µn1(an < t ≤ bn). The statistical problem is to detect if a signal
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is present, that is, to test the null hypothesis H0 : µn = 0 versus H1 : µn ̸= 0. An
established statistical procedure, both in theory and practice (Glaz et al., 2009), is
based on the local scan statistic Tn(I) = |

∑
t∈I Yt|/

√
|I| for any interval I = (a, b] with

0 ≤ a < b ≤ n. If a, b /∈ N, the sum may be extended by linear interpolation. The null
hypothesis is rejected for large values of the global scan statistic T SCAN

n = maxI Tn(I). As
concisely reviewed byWalther and Perry (2022), the statistic T SCAN

n will be dominated by
the small intervals I, and accordingly has an extreme value limit distribution of Gumbel
type for standard Gaussian errors ηt ∼ N (0, 1) (Sharpnack and Arias-Castro, 2016).
In particular, T SCAN

n =
√
2 log n + oP (1), and thus the signal with size µn and length

ln = bn−an can only be detected consistently if |µn|2ln > 2 log n. Due to the dominance
of short intervals, this threshold is asymptotically suboptimal for longer signals of length
ln ∝ n. In fact, Dümbgen and Spokoiny (2001) show that a signal may be consistently
detected if µ2

nln > 2 log( en
ln
), which is achieved by a multiscale statistic of the form

TDS
n = max

I

{
Tn(I)− σ

√
2 log

en

|I|

}
+

, (DS)

where x+ = max(x, 0). The asymptotic distribution of TDS
n with Gaussian errors is accu-

rately described by Dümbgen and Spokoiny (2001) and critical values may be computed.
The concept of multiscale test statistics has since found multiple further applications,
in particular in changepoint inference (Frick et al., 2014; Fryzlewicz, 2024a), shape in-
ference for a density from direct measurements (Dümbgen and Walther, 2008) or via
deconvolution (Schmidt-Hieber et al., 2013), and rank-based tests (Rohde, 2008).

The additive penalty for the multiscale statistic and the corresponding critical values
are only valid for Gaussian noise. The latter setting is often considered as prototypical,
as methods developed for the the Gaussian case can usually be applied to non-Gaussian
data by virtue of the central limit theorem. However, for the multiscale statistic TDS

n ,
the situation is more involved: The following proposition shows that if the noise has
only slightly heavier, but still sub-Gaussian tails, the statistical inference is invalidated.

Proposition 1.1. Let µn = 0, i.e. no signal, and ηt = ϵtZt for Zt ∼ N (0, 1/p) and
ϵt ∼ Bin(1, p) for some p ∈ (0, 1), such that Var(ηt) = 1. Then TDS

n → ∞ in probability.

This finding is a direct consequence of Proposition 3.2 below. It reveals that for
multiscale testing, one can not directly rely on asymptotic arguments to reduce the non-
Gaussian case to the Gaussian. As a remedy, it has been suggested to impose a lower
bound |I| > hn on the length of the considered intervals in (DS) which accounts for
the speed of convergence of the central limit theorem for Tn(I), and study the statistic
TDS
n,hn

= max|I|≥hn{Tn(I) − σ
√

2 log(en/|I|)}+. For sub-exponential errors, Schmidt-

Hieber et al. (2013); Frick et al. (2014) impose hn ≫ log3(n), and König et al. (2020)
require hn ≫ log(n)12. For auto-correlated errors with polynomial tails, Dette et al.
(2020) and Khismatullina and Vogt (2020) require hn ≫ nq for some exponent q ∈ (0, 1)
depending on the order of the tail bound and the decay of temporal dependence. As
Proposition 1.1 shows, choosing hn too small will invalidate the statistical analysis, but
this theoretical lower bound is not known in practice. Thus, hn will necessarily be chosen
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too big, sacrificing power against short signals. Even in the idealized situation where a
sharp and admissible hn is known, the test lacks power in the regime ln ≪ hn. We show
that the loss of power can be expressed in terms of the ratio ln/hn.

Proposition 1.2. Suppose that ηt are iid standard Gaussian, and ln ≤ hn. If µ
2
nln(

ln
hn
) ≫

log( en
hn
), then TDS

n,hn
→ ∞ and the test is consistent. On the other hand, if µ2

nln(
ln
hn
) =

O(1), then TDS
n,hn

= OP (1) and the test fails to be consistent.

To summarize, the multiscale statistic TDS
n of Dümbgen and Spokoiny (2001) does not

maintain the size for non-Gaussian errors, and the truncated version TDS
n,hn

is suboptimal
for short signals.

The contribution of this paper is to develop a broadly applicable asymptotic theory
for multiscale statistics of non-Gaussian data, giving rise to a feasible and optimal mul-
tiscale testing procedure in a wide range of sampling settings. Instead of the additively
penalized statistic TDS

n , we suggest to use the multiplicatively weighted statistic

T ∗
n = max

I

Tn(I)√
log e n

|I|

.

We show that T ∗
n/σ is asymptotically pivotal under the assumption of sub-Gaussian

errors. Importantly, the statistical methodology is agnostic of the exact tail bound and
only uses the noise variance, which can be estimated reliably. Our probabilistic results
are based on the analysis of edge cases in Donsker’s theorem in Hölder-type spaces.
Introducing the interpolated partial sum process Sn(u) =

1√
n

∑⌊un⌋
t=1 Yt +

un−⌊un⌋√
n

Y⌊un⌋+1,

and the modulus of continuity ρ2(h) =
√
h log e

h
, h ∈ (0, 1), the statistic T ∗

n may be
expressed as the Hölder-type seminorm

T ∗
n = |Sn|ρ2 = sup

u,v∈[0,1]

|Sn(u)− Sn(v)|
ρ2(|u− v|)

. (2)

Donsker’s theorem (Billingsley, 1999) yields weak convergence of Sn(u) towards a Brow-
nian motion σB(u) in C[0, 1], whereas the treatment of (2) requires weak convergence
in the stronger Hölder-type space Cρ2 . In view of Donsker’s theorem in Hölder spaces
(Lamperti, 1962; Hamadouche, 1998; Račkauskas and Suquet, 2004b,a; Račkauskas and
Wendler, 2020), the modulus ρ2 presents an intriguing special case: the limiting Brown-
ian motion is stochastically bounded in Cρ2 , but not tight. Thus, Prokhorov’s Theorem
can not be used to show weak convergence in this space, which indeed does not even
hold. Surprisingly, it is possible to show that P (|Sn|ρ2/σ > t) → P (|B|ρ2 > t), but
only for sufficiently large t > t0, and we can provide exact bounds on t0 in terms of
the tails of ηt. The lower bound on t is not merely a deficiency of our proof, but the
weak convergence actually does not hold below this threshold; see Proposition 2.5. We
term this novel phenomenon thresholded weak convergence, and we study its properties
in more detail in Section 2. The implication of this probabilistic result for statistical
inference is that we may choose critical values based on the pivotal limit distribution
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of |B|ρ2 , and for sufficiently small significance level α ≤ α0, these critical values will be
asymptotically valid. We stress that α0 does not vanish as n → ∞, but is a fixed value.

Our new results on thresholded weak convergence are broadly applicable beyond
the prototypical signal discovery problem (1), and beyond iid observations. In Section
2, we in particular showcase how to apply our results to nonstationary time series.
We also derive a novel sub-Gaussian concentration inequality for nonlinear time series
(Theorem 2.6), which might be of independent interest. After discussing the signal
discovery problem in detail in Section 3.1, we formulate a general goodness-of-fit test in
Section 3.2, and propose novel inferential procedures for multiple changepoint detection
in Section 3.3.

The multiscale test statistic TDS
n has been criticized by Walther and Perry (2022) for

loosing too much finite sample power against short signals. We address this criticism
via variants of test statistics |Sn|ρ for the signal discovery problem based on alternative
moduli ρ such that ρ(h)/ρ2(h) → 1 as h → 0. Thus, the procedure maintains its
optimal asymptotic properties, while being more sensitive to short signals. Simulations
presented in Section 3.1 confirm the improved finite sample detection performance for
signals of different lengths. An extended simulation study is presented in Section ??,
where we assess the distributional approximation under the null hypothesis and showcase
our methodology on a simulated data set as well as observational data of a substation
of the Dutch power grid. All mathematical proofs are gathered in the Appendix.

Notation

For two sequences an, bn of real numbers, we denote an ≪ bn to mean an/bn → 0 as
n → ∞. We denote weak convergence of a random element by ⇒, weak convergence
of the finite dimensional marginals of a sequence of stochastic processes by ⇒fidi, and
thresholded weak convergence of random variables by ⇒τ (introduced in Section 2). The
space of continuous functions on [0, 1] is denoted by C[0, 1]. A modulus of continuity is a
continuously increasing function ρ : [0, 1] → (0,∞) with ρ(0) = 0, and the corresponding
Hölder-type seminorm on C[0, 1] is |f |ρ = supu,v∈[0,1] |f(u) − f(v)|/ρ(|u − v|), inducing
the Hölder-type Banach space Cρ = {f ∈ C[0, 1] : ∥f∥ρ = ∥f∥∞ + |f |ρ}. Of particular

relevance are the special cases ρα(h) =
√
h log

1
α (e/h), for α ∈ [0, 2], and ρ2,a(h) =√

h(a+ log(e/h)). For a given modulus of continuity we denote by Cρ
0 the subspace of

functions f ∈ Cρ such that

lim
δ→0

sup
0<|u−v|<δ

|f(u)− f(v)|
ρ(|u− v|)

= 0.

For two moduli of continuity ρ1 and ρ2 we denote by ρ1 ≫ ρ2 that ρ2(h)/ρ1(h) → 0
as h → 0. The interpolated partial sum process based on Yt is denoted as Sn(u) =
1√
n

∑⌊un⌋
t=1 Yt +

un−⌊un⌋√
n

Y⌊un⌋+1, and S̃n(u) denotes the interpolated partial sum process

based on the noise variables ηt, that is S̃n(u) =
1√
n

∑⌊un⌋
t=1 ηt +

un−⌊un⌋√
n

η⌊un⌋+1.
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2 Asymptotic theory

Central to our statistical methodology is a detailed asymptotic treatment of the inter-
polated partial sum process of the random variables ηt,

1√
n

⌊un⌋∑
t=1

ηt +
un− ⌊un⌋√

n
η⌊un⌋+1.

The process S̃n is a random element in the Polish space C[0, 1], and for iid ηt, Donsker’s
Theorem (Billingsley, 1999) establishes its weak convergence towards a Brownian mo-

tion, S̃n ⇒ σB. The continuous mapping theorem implies that T (S̃n) ⇒ T (σB) for any
continuous functional T : C[0, 1] → R. In an inferential setting, T (Sn) is a test statistic,
and the continuity requirement restricts the class of possible statistics. Since the paths
of u 7→ S̃n(u) are highly regular as piecewise linear functions, one may instead consider
weak convergence in the smaller Hölder-type spaces Cρ

0 for modulus of continuity ρ, thus
allowing for a broader class of functionals; see Lamperti (1962) for an early treatment of
this idea. The boundary case is marked by ρ2(h) =

√
h log(e/h), which is the modulus

of continuity of the limiting Brownian motion such that B ∈ Cρ2 , but not B ∈ Cρ2
0 .

Thus we can not expect a central limit theorem in Cρ2
0 , but at best in Cρ2 . However, as

Proposition 2.5 below shows, S̃n does not converge weakly in Cρ2 .
As a way to resolve this situation, we observe that not all continuous functionals

T : Cρ2 → R are relevant for statistical inference. As outlined in the introduction, we are
particularly interested in the functional T (S̃n) = |S̃n|ρ2 , i.e. the Hölder-type seminorm
in Cρ2 . We show that the distribution of this specific random variable converges on the
majority of its support, but not everywhere. To formalize this notion, we introduce the
new concept of thresholded weak convergence as follows.

Definition 2.1. A a sequence of real-valued random variables (Xn)n convergences
weakly beyond a threshold to a random variable X, if there exists some τ ∈ R such
that

P (Xn > t) → P (X > t) ∀t > τ, t ∈ C(X),

where C(X) denotes the points of continuity of the distribution function ofX. We denote
this by Xn ⇒τ X. Equivalently, (Xn ∨ τ) ⇒ (X ∨ τ).

Our central probabilistic result is the following sufficient criterion for thresholded
weak convergence of Hölder-type seminorms.

Theorem 2.2. Let Wn be a sequence of stochastic processes with paths in C[0, 1], and
ρ0 : [0, 1] → [0,∞) an increasing function with ρ0(0) = 0. Suppose there exist C > 0
and for any t > C a κ(t) > 1 and K(t) > 0, such that

P

(
|Wn(u)−Wn(v)|

ρ0(|u− v|)
> t

)
≤ K(t)|u− v|κ(t), u, v ∈ [0, 1]. (T)
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Assume further that there exist p > 0 and K̃ > 0 such that

ρ0(zh) ≤ K̃zpρ0(h), h, z ∈ [0, 1]. (R)

Then, for any t > C,

sup
n

P

(
sup

u,v∈[0,1],|u−v|≤h

|Wn(u)−Wn(v)|
ρ0(|u− v|)

> t

)
−→ 0, as h → 0, (3)

and for any modulus of continuity ρ such that ρ(h)/ρ0(h) → ∞ as h → 0, the sequence
∥Wn∥ρ is stochastically bounded. If furthermore there exists a limiting process W such
that Wn ⇒fidi W , then

Wn ⇒ W in Cρ
0 , if ρ(h)/ρ0(h)

h→0−→ ∞,

|Wn|ρ ⇒C |W |ρ, if ρ(h)/ρ0(h)
h→0−→ 1.

(4)

The previous result also extends to processes with values in metric spaces, see
Theorem A.3 in the Appendix. In the sequel, we will mostly use Theorem 2.2 for
ρ0(h) = ρα(h) =

√
h| log(eh)| 1α , which satisfies (R), see Lemma A.2. In this situation, a

sufficient condition for (T) is

P
(
|Wn(u)−Wn(v)| > rC

√
|u− v|

)
≤ K exp(−rα), u, v ∈ [0, 1], r > 0. (T-α)

The tightness condition (T-α) can be interpreted as an entropy bound in terms of the
sub-Weibull Orlicz norms (Vladimirova et al., 2020). For the special case that Wn is
a standard Brownian motion, then (T-α) holds with C =

√
2 and α = 2, and (3)

matches Levy’s result on the modulus of continuity of Brownian motion (Schilling, 2021,
Thm. 10.6).

Remark 1. Invariance principles in Hölder spaces have been first studied by Lamperti
(1962), for the moduli ρ(h) = hγ, who formulates the sufficient condition that for some
a, b > 0 with γ < b

a
, the moment condition

E|Wn(u)−Wn(v)|a ≤ C|u− v|1+b

holds. Via Markov’s inequality, this can be transformed into the form (T). For the sta-

tistically most relevant case Wn = S̃n, Račkauskas and Suquet (2004b) reformulates the
sufficient conditions in terms of polynomial tail bounds. Results for dependent data un-
der mixing conditions are due to Hamadouche (2000), and for linear processes in Hilbert

spaces by Račkauskas and Suquet (2009). The stronger modulus ρα(h) =
√
h log

1
α (e/h)

for α < 2 is studied by Račkauskas and Suquet (2004a), who also allow for observations
in infinite dimensional Banach spaces. For the latter modulus, they formulate the con-

dition P (∥Yt∥ > log
1
α (er)) ≪ 1/r as r → ∞, or equivalently P (∥Yt∥ > z) ≪ exp(−zα)

as z → ∞. As all these studies aim for a functional CLT, they necessarily omit the
critical case ρ2, where classical weak convergence fails. Our result on thresholded weak
convergence shows that in the critical case, one can still obtain certain distributional
limits which is sufficient for many statistical purposes, as described in Section 3.
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Remark 2. Property (3) also implies that |Wn|ρ and the discretization maxi,j=1,...,n |Wn(
i
n
)−

Wn(
j
n
)|/ρ( |i−j|

n
) have the same limit distribution as n → ∞, which facilitates numerical

implementation.

As a theoretical complement to the definition of thresholded weak convergence, we
provide a version of Skorokhod’s Representation Theorem.

Theorem 2.3 (Skorokhod representation). Let Wn ∈ C[0, 1] such that Wn ⇒fidi W , and
|Wn|ρ∗ ⇒T |W |ρ∗. Then there exists a probability space with random elements Wn and
W such that

∥Wn −W∥ρ → 0, ∀ρ ≫ ρ∗.

We emphasize that Theorem 2.3 yields a single coupling which approximates the
limit simultaneously in all Hölder-type spaces Cρ with ρ ≫ ρ∗.

We proceed to specify the abstract Theorem 2.2 for the statistically interesting partial
sum process S̃n. If the random variables ηt are sub-Gaussian, we obtain the following
extension of Donsker’s Theorem.

Corollary 2.4. Let ηt be iid centered random variables with unit variance such that
E exp(rηt) ≤ exp( r

2

C2 ). Then the interpolated partial sum process S̃n satisfies (4) with
threshold C, exponent α = 2, and the limit process W is a standard Brownian motion.

What happens in the lower part of the distribution in (4)? The following proposition
shows that the thresholding is not just an artifact of our proof, but indeed necessary.
In other words, the lower part of the distribution depends on the distribution of Sn and
might converge to various different limits depending on the tails of Wn.

Proposition 2.5. For any T > 0, there exist sub-Gaussian iid random variables ηt with
Var(ηt) = 1,E(ηt) = 0, and ∥ηt∥ψ2 < ∞, such that Theorem 2.2 applies with ρ0 = ρ2,

but lim infn→∞ P (|S̃n|ρ2 ≥ T ) = 1.

An essential statistical benefit of the multiplicatively weighted statistic T ∗
n is that

its limit theory can be readily extended to other sampling situations. Here, we study
a general nonlinear, non-stationary time series given by the very general Bernoulli shift
model ηt = Gt(ϵt) for ϵt = (ϵt, ϵt−1, . . .) with ϵi ∼ U(0, 1) iid random seeds. To quantify
the temporal dependence, we introduce ϵt,h = (ϵt, . . . , ϵ̃t−h, . . .) for an independent copy
ϵ̃i ∼ U(0, 1). Following the general idea of Wu (2005), we define the physical dependence
measure w.r.t. the sub-Gaussian norm ∥X∥ψ2 = inf{c : E exp(X2/c2) ≤ 2} as

δψ2(h) = sup
t

∥Gt(ϵt)−Gt(ϵt,h)∥ψ2 .

With this concept, we obtain the following novel sub-Gaussian concentration bound for
dependent data, which might be of independent interest.
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Theorem 2.6 (Sub-Gaussian concentration with dependence). There exists a universal
K such that for any centered time series ηt of the form ηt = G(ϵt),∥∥∥∥∥

n∑
t=1

wtηt

∥∥∥∥∥
ψ2

≤ K

√√√√ n∑
t=1

|wt|2
(

∞∑
j=1

√
jδψ2(j)

)
,

where wt ∈ R is a sequence of weights.

Remark 3. The physical dependence measure is usually defined in terms of Lp(P ) norms
instead of sub-Gaussian Orlicz norms, and denoted as δp(j). For the latter, it holds (Liu
et al., 2013) ∥∥∥∥∥

n∑
t=1

ηt

∥∥∥∥∥
Lp

≤ C
√
n

∞∑
j=0

δp(j).

This bound differs from Theorem 2.6 by a factor
√
j in the series. This difference

may be explained as follows: For iid random variables Zi, we have ∥
∑k

i=1 Zi∥Lp ≤
C
√
kmaxi ∥Z∥Lp , and ∥

∑k
i=1 Zi∥ψ2 ≤ C

√
kmaxi ∥Zi∥ψ2 . For the Lp norm, this inequal-

ity remains valid if the Zi are martingale differences (Pinelis, 1994). On the other hand,
extending the sub-Gaussian inequality to martingales requires a uniform bound on the
sub-Gaussian norm of Zi conditional on Fi−1, that is

∥Zi∥ψ2,Fi−1
:= inf

{
c > 0 : E

(
exp(Z2

i /c)|Fi−1

)
≤ 2
}
,

similar to the Azuma–Hoeffding inequality. This is more restrictive than imposing an
upper bound on ∥Zi∥ψ2 . In contrast, our novel formulation of the sub-Gaussian physical
dependence does not impose this kind of uniformity, and this weaker assumption leads
to the extra term

√
j in the concentration inequalities.

To ensure that the partial sum process of nonstationary random variables has a well-
defined limit, we introduce the additional assumption that the noise process is locally
stationary. This concept was initially introduced by Dahlhaus (1997), see also Dahlhaus
et al. (2019), and consists of rescaling the non-stationarity in t ∈ {1, . . . , n} to relative
times t/n ∈ [0, 1]. Specifically, we suppose that ηt = ηt,n = Gt,n(ϵt) forms a triangular
array of random variables, and for any u ∈ [0, 1], there exists a measurable G̃u : R∞ → R
such that ∫ 1

0

∥∥∥G⌊un⌋,n(ϵ0)− G̃u(ϵ0)
∥∥∥
L2

du −→ 0. (LS-1)

Moreover, we impose bounded variation of the mapping t 7→ Gt,n, that is,

sup
n

(
∥G1,n(ϵ0)∥L2 +

n∑
t=2

∥Gt,n(ϵ0)−Gt−1,n(ϵ0)∥L2

)
< ∞. (LS-2)
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The formulation of local stationarity in terms of the Bernoulli shift model is due to Wu
and Zhou (2011) under the condition that Gt,n = G̃t/n and u 7→ G̃u is Lipschitz, and
Zhou (2013) extended this to piecewise-Lipschitz with finitely many discontinuities. In
prior work (Mies, 2023), we relaxed this regularity requirement to bounded p-variations,
with (LS-2) being a special case for p = 1. Assumption (LS-1) was introduced in Mies
(2024) as a relaxation of the assumption that G⌊un⌋,n → G̃u uniformly in u. Under the
additional assumption

δψ2(h) = O(h−β) (LS-3)

for some β > 1, we find that S̃n(u) ⇒ B(Σ(u))
d
=
∫ u
0
σ∞(v) dBv for a standard Brownian

motion B and Σ(u) =
∫ u
0
σ2
∞(v) dv, where σ2

∞(v) =
∑∞

h=−∞ Cov(G̃v(ϵ0), G̃v(ϵh)) is the
local long-run variance. If we combine this with the novel concentration inequality of
Theorem 2.6, we are able to derive a multiscale central limit theorem.

Corollary 2.7. Suppose that ηt = Gt,n(ϵt) satisfies (LS-1), (LS-2), and (LS-3) for some

β > 3
2
. Then the interpolated partial sum process S̃n satisfies (4) for some threshold C,

and exponent α = 2. and the limit process is W (u) = B(Σ(u)).

Besides the thresholded weak convergence for the critical modulus ρ2, Corollary
2.7 yields a Hölderian invariance principle for dependent data. Unlike the results of
Hamadouche (2000) and Račkauskas and Suquet (2009), we impose ergodicity in the
form of the physical dependence measure, instead of mixing conditions or models in
terms of linear processes. Moreover, we also allow for nonstationarity.

3 Statistical applications

3.1 Signal discovery

Returning to the signal discovery problem described in the introduction, we consider
the setting of iid noise terms ηt which are sub-Gaussian such that E exp(rηt) ≤ exp( r

2

C2
η
),

but not necessarily normally distributed. The multiplicatively weighted multiscale test

rejects the null hypothesis H0 : µn = 0 for large values of T ∗
n = maxI Tn(I)/

√
log en

|I| =

|Sn|ρ2 , which converges weakly beyond a threshold to σ|B|ρ2 . The variance σ2 may be
estimated as σ̂2

n = 1
n−1

∑n
t=2(Yt − Yt−1)

2/2. Compared to the usual sample variance,

this estimator is consistent under the alternative as long as µn ≪
√
n. As a result, we

obtain a feasible test which consistently detects a signal at the optimal rate. To choose
a critical value for a significance level α ∈ (0, 1), we denote by qα the (1−α)-quantile of
|B|ρ2 for a standard Brownian motion B, which is tabulated in the first row of Table 1.
Note that |B|ρ2 ≥

√
2 almost surely, such that qα >

√
2,

Theorem 3.1. Under H0, for any α small enough such that qα > Cη, the test maintains
size α asymptotically:

lim sup
n→∞

P (T ∗
n > σ̂nqα) ≤ α
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α 10% 5% 1% 0.1% 0.01%

ρ2,0 = ρ2 2.384 2.601 3.084 3.695 4.229
ρ2,50 0.641 0.661 0.704 0.758 0.808
ρ2,100 0.468 0.484 0.516 0.559 0.599
ρ2,500 0.216 0.222 0.237 0.256 0.274
ρ2,1000 0.153 0.158 0.169 0.182 0.191

Sparse grid GRW

ρ2,0 = ρ2 2.173 2.370 2.824 3.408 3.928
ρ2,50 0.636 0.656 0.700 0.753 0.807
ρ2,100 0.466 0.481 0.513 0.556 0.599
ρ2,500 0.215 0.222 0.236 0.256 0.273
ρ2,1000 0.153 0.158 0.168 0.181 0.193

Sparse grid Gdyadic

ρ2,0 = ρ2 1.907 2.118 2.631 3.316 3.904
ρ2,50 0.586 0.606 0.650 0.706 0.761
ρ2,100 0.431 0.446 0.479 0.518 0.557
ρ2,500 0.199 0.206 0.221 0.239 0.254
ρ2,1000 0.141 0.146 0.156 0.170 0.182

Table 1: (1−α)-quantiles of |B|ρ2,a evaluated on various grids based on 105 simulations,
discretizing the Brownian motion via 104 grid points.

Under the sequence of alternatives fn(t) = µn1(t ∈ In) with In = [an, an + ln) ⊂ [1, n],
such that µ2

nln ≫ log( en
ln
) and µn ≪

√
n, the test is consistent:

lim
n→∞

P (T ∗
n > σ̂nqα) → 1. (5)

To compare this procedure with the multiscale methodology of Dümbgen and Spokoiny
(2001), suppose for simplicity that σ = 1 is known. Our test rejects the null if Tn(I) ≥
ζmult(|I|) = qα

√
log(en/|I|), whereas the test based on TDS

n rejects if Tn(I) ≥ ζDS(|I|) =√
2
√

log(en/|I|) + cα for a critical value cα > 0. Since qα >
√
2, the second threshold is

sharper for short intervals |I|. However, it is only valid for Gaussian errors, while our
new threshold rule is robust to non-Gaussian errors. To further illustrate this difference,
we can try to construct a threshold rule of the form ζDS

A (|I|) = A
√
log(en/|I|) + cα for

some fixed A >
√
2. The following result shows that this is theoretically possible but

statistically infeasible, as the value of A will depend on the unknown sub-Gaussian tail
bound.

Proposition 3.2. For any A > Cη,

sup
I

{
Tn(I)− A

√
log en

|I|

}
+

⇒ sup
u≤v

{
|B(v)−B(u)|√

v−u − A
√
log e

|u−v|

}
+
.
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On the other hand, for any A ≥ 0, there exist iid sub-Gaussian random variables ηt such

that supI

{
Tn(I)− A

√
log en

|I|

}
+

→ ∞ in probability.

While both threshold rules, ζDS
A and ζmult, are only consistent in the regime µ2

nln ≫
log(n/ln), the former puts slightly more weight on shorter signals. Thus, we expect a
different assignment of statistical power to the length scales. To quantify the power
against signals of length ln in finite samples, Walther and Perry (2022) suggested the
realised exponent en(ln) defined as

en(ln) =
µmin(ln)√
2ρ2(ln)

,

where µmin(ln) ≥ 0 is the smallest value such that the test with significance level α = 10%
has 80% power against the alternative fn(t) = µn1(t ∈ In) for a randomly placed in-
terval In ⊂ [1, n] of length ln. Table 2 presents the realised exponents for different
threshold rules and Gaussian errors for sample size n = 104. SCAN refers to a constant
threshold ζscan(|I|) = dα,n as a quantile of the uncorrected scan statistic supI Tn(I),
which necessarily depends on n. SAC is an adaptation of the threshold of Sharp-
nack and Arias-Castro (2016) presented in Walther and Perry (2022), and of the form
ζsac(|I|) =

√
2 log [en(1 + log |I|)2/|I|] + cα, and BlockedScan and BonferroniScan are

two further suggestions of Walther and Perry (2022) which we use as benchmark. The
comparsion reveals that the threshold ζmult (line 3) has less power on shorter length
scales. To increase the power of the multiplicatively weighted procedure, we may con-
sider the alternative modulus of continuity ρ2,a(h) =

√
h(a+ log(e/h)) for a ≥ 0. Since

ρ2(h)/ρ2,a(h) → 1 as h → 0, the theory of Section 2 as well as Theorem 3.1 still apply,
and Table 1 presents the corresponding critical values. Table 2 shows that the use of ρ2,a
improves the finite sample performance against short signals, being competitive with the
DS threshold. Unlike the benchmark thresholds, our proposed threshold scheme is also
applicable for non-Gaussian errors thanks to the new asymptotic theory.

3.2 Goodness-of-fit testing

The signal discovery problem can be interpreted as testing for a very specific mean
function fn(t) = 0 in (1). More generally, we may perform a goodness-of-fit test for a
class of functions F0 ⊂ {f : {1, . . . , n} → R}. A simple example consists of parametric
classes {f(t) = a + bt | a, b ∈ R} or {f(t) = a sin(rt) | a ∈ R, r > 0}. Alternatively, we
may also test certain shape constraints, such as monotonicity F↑ = {f : f(t) ≤ f(t+1)},
convexity Fconv = {f(t+ 1)− f(t) ≥ f(t)− f(t− 1)}, or non-negativity F≥0 = {f ≥ 0},
which are also studied by Dümbgen and Spokoiny (2001). Other shape constraints
include unimodality (Chatterjee and Lafferty, 2019), or S-shape (Feng et al., 2022). The
choice F0 = {0} recovers the signal discovery problem, and the case of a singleton null
F0 = {f0} has been treated by Rohde (2008) via a multiscale methodology for symmetric
errors. In this Section, we propose a generic testing procedure which is based on our
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|In| 1 5 10 15 50 100 500 1000

SCAN 1.41 1.58 1.74 1.85 2.19 2.47 3.48 4.34
DS 1.80 1.79 1.86 1.90 1.92 1.94 2.08 2.25
SAC 1.41 1.62 1.76 1.85 2.04 2.18 2.73 3.18

BlockedScan 1.49 1.67 1.83 1.87 1.91 2.01 2.43 2.80
BonferroniScan 1.60 1.81 1.98 2.03 2.13 2.25 2.75 3.17

ρ2,0 3.42 3.42 3.38 3.27 3.15 3.04 2.81 2.58
ρ2,50 1.62 1.74 1.79 1.89 2.03 2.19 2.89 3.46
ρ2,100 1.58 1.76 1.76 1.90 2.06 2.25 3.03 3.56
ρ2,500 1.54 1.69 1.77 1.88 2.05 2.28 3.13 3.69
ρ2,1000 1.54 1.72 1.86 1.87 2.07 2.31 3.16 3.72
ρ2,106 1.54 1.73 1.79 1.84 2.12 2.29 3.09 3.74

Table 2: Realized exponents for Gaussian noise and different threshold rules. Values
for SCAN, DS, SAC, BlockedScan, and BonferroniScan, are taken from Walther and
Perry (2022). For the thresholds ζmult (third row and below), we determine the realized
exponents based on 2000 simulations.

novel probabilistic results, and which can be used to perform goodness-of-fit tests for all
classes discussed above.

As multiscale test statistic for the composite null hypothesis H0 : fn ∈ F0, we suggest

T ∗
n(F0) = inf

f∈F0

T ∗
n(f), where T ∗

n(f) = |Sfn |ρ2

and Sfn(u) =
1√
n

⌊un⌋∑
t=1

[Yt − f(t)] +
un− ⌊un⌋√

n
[Y⌊un⌋+1 − f(⌊un⌋+ 1)].

Under the null, we have T ∗
n(F0) ≤ T ∗

n(fn) = |S̃n|ρ2 , which converges weakly beyond a
threshold by virtue of the results of Section 2. Thus, we may combine the critical values
reported in Table 1 with an estimate of the variance to construct an asymptotically valid
multiscale test procedure for the goodness-of-fit problem.

Theorem 3.3. Suppose ηt are iid sub-Gaussian such that E exp(rηt) ≤ exp( r
2

C2
η
), and∑n

t=2 |fn(t)− fn(t− 1)|2 ≪ n. Under H0, for any α small enough such that qα > Cη,

lim sup
n→∞

P (T ∗
n(F0) > σ̂nqα) ≤ α,

for qα and σ̂2
n as in Section 3.1.

In addition to a global statement about the structural properties of fn, one is often
also interested in its local shape. That is, we want to infer if fn is convex or monotone
or non-negative on a given interval I. The goodness-of-fit test may also be localized to
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obtain such insight into the qualitative nature of the regression function. To this end,
for any interval I ⊂ [1, n] and a candidate class F0, we define the localization

FI0 = {f : {1, . . . , n} → R | ∃f̃ ∈ F0 such that f̃(t) = f(t) for all t ∈ I} ⊃ F0.

Since the localization is a weaker requirement, we have T ∗
n(FI0) ≤ T ∗

n(F0) and supI T
∗
n(FI0) =

T ∗
n(F0). This means that the critical value σ̂nqα allows for testing all local hypotheses

simultaneously while controlling the type I error. Inverting these tests yields the class
of intervals

In =
{
I |T ∗

n(FI0) > σ̂n · qα
}
.

In line with Fryzlewicz (2024a), we call any I ∈ In an interval of significance. For
example, if F0 is the class of increasing functions, then I ∈ In is interpreted as evidence
that the function fn has a strict local minimum or maximum in I.

Proposition 3.4. Under the conditions of Theorem 3.3, with asymptotic probability at
least 1− α, all intervals of significance are true discoveries, that is

lim sup
n→∞

P
(
fn /∈ FI0 for all I ∈ In

)
≥ 1− α.

The asymptotic power of the goodness-of-fit test can be analyzed for special cases
upon identifying alternatives of interest. In the next section, we pursue this for the
commonly studied problem of multiple changepoint testing, and show that our procedure
achieves asymptotically optimal detection performance.

3.3 Multiple changepoint detection

In the multiple changepoint problem (Cho and Kirch, 2021), the regression function fn
is of the form

fn(t) = δ0 +
κ∑
k=1

δk1(t ≥ τk). (CP)

In words, fn is a step function with κ jumps at locations τk ∈ {2, . . . , n} and jump sizes
δk ∈ R. This model is widespread in applications as the changepoints τk can clearly be
interpreted as points of interest, e.g. to identify regions with interesting copy number
variations in DNA (Niu and Zhang, 2012), or changes in measurement techniques or
observation locations in climate time series (Reeves et al., 2007). The main statistical
objective is to perform inference on (a) the number κ of changes, and (b) the locations
τk.

A prominent multiscale procedure for the changepoint problem has been proposed
by Frick et al. (2014). For any J ∈ N, they formulate the problem as a goodness-of-fit
test for FJ0 = {f of the form (CP) with κ ≤ J}, and estimate κ by the smallest number
J such that the hypothesis fn ∈ FJ0 is accepted. Confidence statements for τk may then
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be derived by test inversion, including all functions f ∈ FJ0 such that the null fn = f is
not rejected. They use a test statistic of the form (DS), and impose a lower bound of
order log(n)3 on the interval length, leading to suboptimal performance for short-lived
changes; see Proposition 1.2.

Here, we derive confidence statements following the alternative approach of narrowest
significance pursuit, inspired by Fryzlewicz (2024a). The central idea is to introduce the
class Fconst = {fn constant} of constant regression functions, observing that f has no
changepoint in the interval I if and only if f ∈ FIconst. As a special case of the goodness-
of-fit test of Section 3.2, the localized changepoint test statistic takes the form

T ∗
n

(
FIconst

)
= inf

a∈R
sup

[un,vn]⊂I

|Sn(v)− Sn(u)− [v − u]a|
ρ2(v − u)

.

As the right hand side is a convex function of a, the minimum is attained and may be
determined numerically via bisection. We may then obtain intervals of significance for
the change locations τk as

Iτn =
{
I |T ∗

n

(
FIconst

)
> σ̂n · qα

}
,

where qα and σ̂n are as in Section 3.1. Note that although we borrow the terminology of
Fryzlewicz (2024a), a similar idea of constructing confidence intervals is also described
in (Verzelen et al., 2023, Sec. 5.4). Subsequent works building on this idea include Pilliat
et al. (2023); Fryzlewicz (2024b); Gavioli-Akilagun and Fryzlewicz (2025).

Conditions for consistency of the procedure may be formulated in terms of τk and δk,
and our test turns out to achieve the optimal detection rates for this problem derived
by Verzelen et al. (2023). In the sequel, all parameters τk, δk, and κ may depend on
n implicitly, and we denote by D = {τ1, . . . , τκ} ⊂ {1, . . . , n} the set of changepoints.
Moreover, we introduce the notation Lk = min(τk− τk−1, τk+1 − τ0) for the length of the
k-th changepoint, where τ0 = 0 and τκ+1 = n + 1. Prior research into statistical lower
bounds for this problem (Arias-Castro et al., 2011; Chan and Walther, 2013; Verzelen
et al., 2023) has revealed that the changepoint τk is only detectable if ∆2

kLk ≫ log(n/Lk).
Thus, for any z > 0, we define the set D(z) = {τj | δ2jLj ≥ z · log( n

Lj
)} ⊂ D of detectable

changepoints, and for any τ ∈ D(z), denote by w(τ, z) = w(τk, z) = inf{r | 2δ2kr ≥
z · log( n

2r
)} ≤ Lk

2
its detectable locality.

Theorem 3.5. Under the conditions of Theorem 3.3, with asymptotic probability at least
1− α, all intervals of significance contain at least one changepoint, that is

lim sup
n→∞

P (I ∩ D ≠ ∅ for all I ∈ Iτn) ≥ 1− α.

Moreover, detectable changepoints are asymptotically isolated and located:

lim
z→∞

lim sup
n→∞

P

(
∀τ ∈ D(z) ∃I ∈ Iτn such that
I ∩ D = {τ} and |I| ≤ w(τ, z)

)
= 1. (6)
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In comparison, (Fryzlewicz, 2024a, Thm. 4.1) detects the changepoint τk if δ2kLk ≫
log(n) and localizes it by an interval with length of order log(n)/δ2k. For longer intervals
resp. smaller changes, this localization and detection rate is suboptimal as Fryzlewicz
(2024a) uses a uniform threshold instead of a multiscale correction. Incorporating the
multiscale idea of Dümbgen and Spokoiny (2001), Pilliat et al. (2023) derive the same
order w(τk, z) for the length of the interval, but for a different threshold rule which
requires knowledge of the sub-Gaussian norm of the errors. Theorem 3.5 shows that our
procedure attains the same localization rate, while being statistically feasible since we
can specify critical values without knowing the exact sub-Gaussian bound. Moreover,
our asymptotic treatment readily allows for other sampling settings, in particular non-
stationary and temporally dependent data as studied in the next subsection.

While the detectability condition for a changepoint matches the optimal lower bound
of Verzelen et al. (2023), the latter authors show that for Gaussian errors the localization
rate can be improved to O(1/δ2k). It is not clear if this sharper localization is also
attainable for non-Gaussian errors.

The class Iτn of significant intervals is highly redundant, and contains many overly
large as well as intersecting intervals. To interpret the statistical findings, it is preferable
to report disjoint intervals, specifically many small intervals for high statistical power.
This can be achieved by a postprocessing of Iτn. For any class of intervals I, define
NSP(I) as the output of the following narrowest significance pursuit routine:

1. Initialize I0 = I.

2. Choose Îk as the shortest interval in Ik−1, with arbitrary tie breaking.

3. Update Ik = {I ∈ Ik−1 | I ∩ Îk = ∅}.

4. Terminate after iteration K if IK = ∅, and return NSP(I) = {Î1, . . . , ÎK}.

This generic formulation is identical to Algorithm 1 of Pilliat et al. (2023).

Proposition 3.6. Suppose that a class of intervals I, a subset D̃ ⊂ D = {τ1, . . . , τκ},
and non-negative real numbers r(τ) = r(τk) ≤ Lk

2
satisfy

(i) I ∩ D ≠ ∅ for all I ∈ I, and

(ii) for any τ ∈ D̃ there exist I(τ) ∈ I such that I(τ) ∩ D = {τ}, and |I(τ)| ≤ r(τ).

Then the class NSP(I) = {Î1, . . . , Î|D̃|} consists of exactly |D̃| disjoint intervals, uniquely
localizing all τ ∈ D̃ in the sense of (ii).

That is, the reduced class NSP(I) satisfies the same statistical guarantees as the full
class I, while consisting of disjoint intervals. In particular, |NSP(Iτn)| provides a lower
confidence bound on the total number of changepoints.
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3.4 Critical values for nonstationary dependent errors

The assumption of iid errors is too simplistic for many applications. Instead, data is
often heteroskedastic and temporally dependent, which may be modeled in terms of
nonstationary time series. Especially for changepoint inference, the need to account for
nonstationarity was initially observed by Zhou (2013), who showed how to adapt the
critical values of a standard CUSUM statistic. Subsequent works include Vogt and Dette
(2015), Dette et al. (2019), Cui et al. (2021), and Mies (2023). None of these references
consider a multiscale threshold, and hence do not achieve simultaneously optimal de-
tection against changes of different lengths. A multiscale procedure for heteroskedastic,
independent Gaussian noise was suggested by Pein et al. (2017), however under the re-
striction that variance and mean change at the same time. In the sequel, we show how
our new asymptotic framework allows for extension to nonstationary time series, i.e. to
dependent and heteroskedastic data.

If we postulate the model framework ηt = ηt,n = Gt,n(ϵt) introduced in Section 2,

the distributional limit of the partial sum process S̃n is an inhomogeneous Brownian
motion W (u) = B(Σ(u)), and the limit of the goodness-of-fit statistic T ∗

n(fn) is given by
the random variable |W |ρ2 , see Corollary 2.7. As a consequence of the nonstationarity,
determining critical values requires an estimate for the whole function Σ(u), instead of
just a single value. To this end, we adapt the estimator of Dette et al. (2020), which is
in turn inspired by Wu and Zhao (2007), to the nonstationary case. Specifically, choose
a window size bn such that 1 ≪ bn ≪ n and define

Σ̂n(u) =
1

2n

un−bn∑
t=bn

(
1√
bn

bn−1∑
i=0

(Yt−i − Yt+1+i)

)2

,

for u = i
n
, and interpolate linearly in between. As for the iid case, differencing removes

the signal fn, while the block sum is introduced to capture the serial correlation, and
partial sums mimic the functional structure of u 7→ Σ(u). The quadratic terms σ̂2

n(
t
n
) =

(1/
√
bn
∑bn−1

i=0 (Yt−i − Yt+1+i))
2 should be interpreted as a noisy estimate of the local

long-run variance σ2
∞(t/n). Since Σ̂n(u) → Σ(u) uniformly (Lemma A.4), we have

B(Σ̂n(u)) → B(Σ(u)) uniformly. Thus, it would be natural to estimate the (1 − α)-

quantile qα of |B(Σ(u))|ρ2 by the corresponding quantile of |B(Σ̂n(u))|ρ2 . However,
this approach does not yield consistent critical values, as the latter random variable
diverges. In particular, Levy’s Theorem on the modulus of continuity of the Brownian
motion shows that |B(Σ̂n(u))|ρ2 ≥

√
2maxt σ̂

2
n(

t
n
), which is stochastically unbounded.

To solve this issue and obtain asymptotically valid critical values, we suggest to use
the (1− α)-quantile q̂α,n, conditionally on Σ̂n, of the random variable

sup
|u−v|>cn

|B(Σ̂n(u))−B(Σ̂n(v))|
ρ2(|u− v|)

,

for a sequence cn tending to zero slowly. The lower bound on the interval length does lead
to correct critical values because under the null, the very short intervals have a vanishing
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contribution to the distribution of the statistic, as a consequence of (3). On the other
hand, under the alternative, these short intervals might carry relevant information, and
hence should be included when computing the test statistic.

Theorem 3.7. Let ηt = ηt,n be an array of locally stationary time series satisfying
(LS-1), (LS-2), and (LS-3) for some β > 2. Suppose moreover that 1 ≪ bn ≪ n, and∑n

t=2 |fn(t)− fn(t− 1)|2 ≤ vn for a sequence vn ≥ 1, such that

1 ≫ cn ≫
√

vnbn
n

.

Then there exists a τ > 0, such that for all α small enough such that qα > τ , we have
q̂α,n → qα in probability.

In particular, we may use q̂α,n as critical value in the procedures of Sections 3.1, 3.2,
and 3.3, and maintain the same statistical guarantees.

3.5 Sparse grids for faster evaluation

In practice, the statistic |Sn|ρ2 is evaluated at the grid points i
n
, leading to a compu-

tational cost of O(n2). A reduction to O(n) is possible if we restrict attention to a
sparse subset of candidate intervals. To this end, let G ⊂ [0, 1]2, and consider the sparse
multiscale statistic

|Sn|ρ,G = sup
(u,v)∈G

|Sn(u)− Sn(v)|
ρ(|u− v|)

.

The same arguments as in Theorem 2.2, in particular property (3), show that |S̃n|ρ2,G ⇒τ

|W |ρ2,G beyond a threshold τ . In particular, under the conditions of Corollary 2.4 or
Corollary 2.7, the limit process is W is Gaussian, and the the threshold τ is the same as
for the full grid. We may thus either use critical values based on the limit distribution
|W |ρ2,G, or the more conservative critical values based on quantiles of |W |ρ2 ≥ |W |ρ2,G
which are tabulated in Table 1 for iid noise.

We highlight two specific choices of sparse grids. The first option is the dyadic grid
given by

Gdyadic =
∞⋃
m=1

Gdyadic,m, Gdyadic,m =

⌊log2m⌋⋃
l=0

{(k2−l, (k + 2) 2−l) | k = 0, 1, . . . , 2l − 2}.

The second option, suggested by Rivera and Walther (2013), is to consider a finer reso-
lution for shorter intervals, specifically GRW =

⋃∞
m=1 GRW,m for

GRW,m =

⌊log2m⌋⋃
l=0

{(
k

6
√
l
2−l, j

6
√
l
2−l
) ∣∣∣ k, j = 0, . . . , ⌊2l · 6

√
l⌋ such that 1 ≤ |k−j|

6
√
l
≤ 2
}
.
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In practice, based on sample size n, we evaluate the statistic on the grid Gdyadic,n resp.
GRW,n. Since both sets have a cardinality of order O(n) resp. O(n log n), this leads to a
significant computational speedup.

All guarantees on the false discoveries remain valid, including Theorem 3.3, Propo-
sition 3.4, the first claim of Theorem 3.5, and Theorem 3.7. Moreover, the procedure
based on the sparse grid achieves the same asymptotic detection performance as the full
grid, as Gdyadic, and thus also GRW ⊃ Gdyadic, satisfy condition (7) below, for K = 3.

Proposition 3.8. Suppose that G is such that for all 0 ≤ u < v ≤ 1, there exist
(u′, v′) ∈ G such that for some K ≥ 1,

u′ ≤ u < v ≤ v′ and |u′ − v′| ≤ K|u− v|. (7)

Then the sparse test statistic |Sn|ρ2,G maintains detection power in the signal discovery
problem, i.e. (5). Moreover, the sparse procedure isolates and localizes detectable changes
in the sense of (6).

Table 1 presents the quantiles of |B|ρ2,G for both sparse grids, where B is a stan-
dard Brownian motion. These quantiles serve as critical values for the multiplicatively
weighted multiscale tests.

A Proofs

We will repeatedly make use of the following version of the Arzela-Ascoli theorem. For
completeness, we include a proof.

Theorem A.1 (Arzela-Ascoli). Let ρ and ρ′ be moduli of continuity such that ρ′ ≫ ρ.

Then the embedding Cρ ↪→ Cρ′

0 is compact.

Proof of Theorem A.1. It suffices to show that every bounded sequence in Cρ admits a
convergent subsequence in Cρ′

0 . To this end, let (xn)n be a bounded sequence in Cρ,
i.e. ∥xn∥ρ ≤ M for some M > 0. Note that, by Arzela-Ascoli, xn admits a convergent
subsequence in C[0, 1] with respect to the usual sup-norm, since xn is uniformly contin-
uous, as |xn(u)− xn(v)| ≤ Mρ(|u− v|) < ε̃ for all u, v ∈ [0, 1], |u− v| ≤ δ, where δ > 0
is chosen such that ρ(|u− v|) < ε̃/M , |u − v| ≤ δ for arbitrary ε̃ > 0. Without loss
of generality, assume that xn → x in C[0,1] for some x ∈ C[0, 1]. In particular, xn is

Cauchy with respect to |·(0)| and the sup norm in C[0, 1]. Since Cρ′

0 is a Banach space,
it suffices to show that xn is Cauchy with respect to the seminorm | · |ρ′ . To this end,
for any ∆ ∈ (0, 1), introduce the notation

|x|ρ,≥∆ = sup
|u−v|≥∆

|x(u)− x(v)|/ρ(|u− v|),

|x|ρ,≤∆ = sup
|u−v|≤∆

|x(u)− x(v)|/ρ(|u− v|).
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Now let ε > 0 be arbitrary. For any n,m ∈ N and ∆ > 0 such that ρ(|u− v|)/ρ′(|u− v|) <
ε/(4M) for all |u− v| ≤ ∆, we find that

|xn − xm|ρ′ ≤ |xn − xm|ρ′,≥∆ + |xn − xm|ρ′,≤∆

≤
∥xn − xm∥C[0,1]

ρ′(∆)
+ (|xn|ρ,≤∆ + |xm|ρ,≤∆) sup

|u−v|≤∆

ρ(|u− v|)
ρ′(|u− v|)

≤
∥xn − xm∥C[0,1]

ρ′(∆)
+

ε

4M
(|xn|ρ + |xm|ρ)

=
∥xn − xm∥C[0,1]

ρ′(∆)
+

ε

2

Thus, for n,m ≥ N , where N ∈ N is such that ∥xn − xm∥C[0,1] ≤ ερ′(∆)/2, we obtain
|xn − xm|ρ′ < ε, i.e. xn is Cauchy with respect to | · |ρ′ and thus also with respect to

∥ · ∥ρ′ . Hence, Cρ ↪→ Cρ′

0 is a compact embedding.

Proof of Proposition 1.2

Let In ⊇ [an, bn] such that |In| ≍ hn ≥ ln. Then E(Tn(In)) = µnln/
√

|In| and

Var(Tn(In)) = σ2. If µ2
nln

ln
hn

≫ log( n
hn
), then Tn(In) − σ

√
2 log( n

|In|) → ∞ in proba-

bility, and thus the test is consistent.
On the other hand, if µ2

nln(
ln
hn
) = O(1), then sup|I|≥hn |E(Tn(I))| = O(1), and thus

TDS
n,hn ≤ sup

|I|≥hn
|E(Tn(I))|+ sup

|I|≥hn

{
Tn(I)− E(Tn(I))− σ

√
2 log(n/|I|)

}
+

= OP (1),

as the second term is stochastically bounded (Dümbgen and Spokoiny, 2001).

Proof of Theorem 2.2

We make use of the following lemma, which is adapted from (Schilling, 2021, Lemma
10.4).

Lemma A.2. Let ρα(h) =
√
h log1/α(1/h). Then for all κ ∈ R and h < 1/2

ρα(2
κh) ≤ [|κ|+ 1]

1
α

√
2κρα(h),

i.e., weights of the form ρα satisfy condition (R) in Theorem 2.2.

Proof of Lemma A.2. We have for h > 0 such that log(2) < |log(h)|, i.e. h < 1/2,

ραα(2
κh)

ραα(h)
=

(2κ)
α
2 |log(2κh)|
|log(h)|

≤ (2κ)
α
2 (|log(2κ)|+ |log(h)|)

|log(h)|
≤ (2κ)

α
2 (|κ|+ 1),

and thus ρα(2
κh) ≤

√
2κ(|κ|+ 1)

1
αρα(h).
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Theorem A.3. Let Wn be a sequence of stochastic processes taking values in a metric
space (M, d), and with paths in C[0, 1], and ρ0 : [0, 1] → [0,∞) an increasing function
with ρ0(0) = 0. Suppose there exist C > 0 and for any t > C a κ(t) > 1 and K(t) > 0,
such that

P

(
d(Wn(u),Wn(v))

ρ0(|u− v|)
> t

)
≤ K(t)|u− v|κ(t), u, v ∈ [0, 1]. (T-M)

Assume further that there exist p > 0 and K̃ > 0 such that

ρ0(zh) ≤ K̃zpρ0(h), h, z ∈ [0, 1]. (R)

Then, for any t > C,

sup
n

P

(
sup

u,v∈[0,1],|u−v|≤h

d(Wn(u),Wn(v))

ρ0(|u− v|)
> t

)
−→ 0, as h → 0, (8)

Proof of Theorem A.3. We establish (8) analogously to the proof of Levy’s continuity
theorem (Schilling, 2021, Thm. 10.6). Let t > C be arbitrary and fix some small δ > 0
and define the event Am and the probability Rm as

Am =

{
max

l=1,...,2⌊mδ⌋
max

j=0,...,2m−l

d(Wn(
l+j
2m

),Wn(
j
2m

))

ρ0(
l

2m
)

≤ t

}
,

Rm = P (Ac
m) = P

(
max

l=1,...,2⌊mδ⌋
max

j=0,...,2m−l

d(Wn(
l+j
2m

),Wn(
j
2m

))

ρ0(
l

2m
)

> t

)

≤
2⌊mδ⌋∑
l=1

2m−l∑
j=0

P
(
d(Wn(

l+j
2m

),Wn(
j
2m

)) > tρ0(
l

2m
)
)

≤ 2m
2⌊mδ⌋∑
l=1

(
l

2m

)κ(t)
≤ 2m2⌊mδ⌋

(
2⌊mδ⌋

2m

)κ(t)
≈ 2m(1+δ)−m(1−δ)κ(t),

which is summable for any κ(t) > 1, choosing 0 < δ < [κ(t)− 1] · [1 + κ(t)]−1.
Now we apply a chaining argument as follows: Denote Tk = {j2−k | j = 0, . . . , 2k}. For
any 0 ≤ u ≤ v ≤ 1 with |u−v| ≤ h, choosem ∈ N such that 2−(m+1)(1−δ) < h ≤ 2−m(1−δ).
We can then find um, vm ∈ Tm such that u ≤ um ≤ vm ≤ v, and sequences uk, vk ∈ Tk,
k ≥ m, such that

uk ↓ u, |uk − uk+1| ≤ 2−k−1,

vk ↑ v, |vk − vk+1| ≤ 2−k−1.
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This construction yields, on the event Am =
⋂∞
k=mAk with probability P (Am) → 1,

sup
|u−v|≤h

d(Wn(u),Wn(v))

≤ sup
|u−v|≤h

d(Wn(um),Wn(vm)) +
∞∑
k=m

[d(Wn(uk),Wn(uk+1)) + d(Wn(vk),Wn(vk+1))]

≤ tρ0(um − vm) + 2t
∞∑

k=m+1

ρ0(2
−k)

= tρ0(um − vm) + 2t
∞∑
k=0

ρ0(2
−k2−(m+1)(1−δ)2(m+1)δ)

≤ tρ0(um − vm) + 2t
∞∑
k=0

ρ0(2
−kh2(m+1)δ)

≤ tρ0(h) + 2t
∞∑

k=m+1

ρ0(2
−k(1−δ)h)

∗
≤ tρ0(h) + 2t

∞∑
k=m+1

K̃2−k(1−δ)pρ0(h)

≤ tρ0(h) [1 + 2ϵm] ,

for some sequence ϵm → 0. At the step (∗), we use (R). Now let M ∈ N such that
∆ ≤ 2−M(1−δ). Since AM ⊂ Am for all m ≥ M , we may conclude that in the event AM ,

sup
|u−v|≤h

d(Wn(u),Wn(v)) ≤ tρ0(h)[1 + ϵM ], ∀h ≤ ∆.

Hence, for any ϵ > 0 and ∆ small enough such that 2ϵM = 2ϵM(∆) < ϵ,

P

(
sup

|u−v|≤∆

d(Wn(u),Wn(v))

ρ0(|u− v|)
> t(1 + ϵ)

)
≤ P (Ac

M),

which tends to zero as M → ∞, i.e. as ∆ → 0. As ϵ > 0 and t > C are arbitrary, we
actually obtain for any t > C that

Q(t,∆) := sup
n

P

(
sup

|u−v|≤∆

d(Wn(u),Wn(v))

ρ0(|u− v|)
> t

)
→ 0, as ∆ → 0.

This establishes (3).

Now proceed to the proof of Theorem 2.2. First, observe that (3) is a consequence
of (8) for the metric space (R, | · |).

From (3), we may conclude that ∥Wn∥ρ0 is stochastically bounded as follows. For
any N ∈ N and any t > 6,

P (∥Wn∥ρ0 > t) ≤ Q( t
3
, 1
N
) +

N∑
i,j=1

P
(
|Wn(

i
N
)−Wn(

j
N
)| > t

3
ρ0(

1
N
)
)
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≤ Q(2, 1
N
) +N2max

i
P
(
|Wn(

i
N
)| > t

6
ρ0(

1
N
)
)
.

The second term tends to zero as t → ∞, uniformly in n, because the finite dimensional
distributions of Wn converge. For any ϵ > 0, we may choose N = N(ϵ) such that the
first term is smaller than ϵ

2
, and then t = t(N(ϵ), ϵ) = t(ϵ) big enough such that the

second term is smaller than ϵ
2
. Thus, ∥Wn∥ρ0 is stochastically bounded. By virtue of

Theorem A.1, this boundedness also implies tightness in Cρ
0 for any ρ ≪ ρ0, and thus

establishes the first claim of (4).
Regarding the second claim of (4), i.e. the thresholed weak convergence, observe that

for any ∆ > 0 and ρ such that ρ(h)/ρ0(h) → 1 as h → 0,

P (∆,Wn) ≤ P (∥Wn∥ρ > t) ≤ P (∆,Wn) +R(∆,Wn),

where P (∆,Wn) = P

(
sup

|u−v|≥∆

|Wn(u)−Wn(v)|
ρ(|u− v|)

> t

)
,

R(∆,Wn) = P

(
sup

|u−v|≤∆

|Wn(u)−Wn(v)|
ρ(|u− v|)

> t

)
By virtue of the weak convergence Wn ⇒ W in C[0, 1] established above, we con-
clude that P (∆,Wn) → P (∆,W ) for any ∆ > 0 as n → ∞. Moreover, (3) yields
lim∆→0 supnR(∆, Sn) = 0, also for ρ, since for arbitrary ε̃ > 0 and small enough ∆̃ > 0
it holds that

R(∆̃,Wn) ≤ P

(
sup

|u−v|≤∆̃

|Wn(u)−Wn(v)|
ρ0(|u− v|)

> t(1− ε̃)

)
.

Thus the claim holds for all t > C/(1 − ε̃), and since ε̃ > 0 can be chosen arbritrary,
the second claim of (4) follows for all t > C as desired. This completes the proof of
Theorem 2.2.

Proof of Theorem 2.3

The boundedness in Cρ∗ implies tightness in C[0, 1] (Theorem A.1), and thus Wn ⇒
W in C[0, 1]. By Skorokhod’s representation theorem, upon potentially changing the

probability space, ∥Wn−W∥C[0,1]
P−→ 0. Next, for any ∆ > 0 and any stochastic process

X, denote the quantities

∥X∥ρ∗,≥∆ = sup
|u−v|≥∆

|X(u)−X(v)|
ρ∗(|u− v|)

,

∥X∥ρ∗,≤∆ = sup
|u−v|≤∆

|X(u)−X(v)|
ρ∗(|u− v|)

,

and ∥X∥ρ,≥∆ and ∥X∥ρ,≤∆ are to be understood in the same way. Then

∥Wn −W∥ρ ≤ ∥Wn −W∥ρ,≥∆ + ∥Wn −W∥ρ,≤∆.
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For any fixed ∆ > 0, the first term tends to zero in probability as n → ∞ because

∥Wn −W∥C[0,1]
P−→ 0. For the right hand term, note that

∥Wn −W∥ρ,≤∆ ≤ ∥Wn∥ρ,≤∆ + ∥W∥ρ,≤∆

=

(
sup
h≤∆

ρ∗(h)

ρ(h)

)
(∥Wn∥ρ∗,≤∆ + ∥W∥ρ∗,∆) ≤ C(∆) (∥Wn∥ρ∗ + ∥W∥ρ∗) ,

where C(∆) → 0, as ∆ → 0, since ρ ≫ ρ∗. Since ∥Wn∥ρ∗ + ∥W∥ρ∗ is stochastically
bounded, for any ε > 0 and δ > 0, there are N ∈ N and ∆̃ > 0 such that

P (∥Wn −W∥ρ,≤∆ > ε) < δ, n ≥ N, 0 < ∆ ≤ ∆̃.

Thus, ∥Wn −W∥ρ
P−→ 0 follows for every ρ ≫ ρ∗.

Proof of Proposition 2.5

For arbritrary T > 0, let σ > 0 and p ∈ (0, 1) be such that 1/(σ
√
p) > T . Let ϵt be iid

symmetric random variables with P (|ϵt| > r) = exp(−r2), and σ2 = Var(ϵt). For any

p ∈ (0, 1), let ξt
iid∼ bin(1, p) and define ηt = ϵtξt/

√
σ2p, such that Var(ηt) = 1. Define

the interpolated partial sum process

Sn(u) =
1√
n

⌊nu⌋∑
t=1

ηt +
√
n
[
u− ⌊un⌋

n

]
η⌈un⌉.

Then ∥Sn∥ρ2 ≥ maxt=1,...,n |ηt|/
√
1 + log n. Hence,

P (∥Sn∥ρα ≤ c) ≤ P
(
|η1| ≤ c(1 + log n)

1
2

)n
=
(
1− p+ p exp

(
− (cσ

√
p)2 (1 + log n)

))n
≤
(
1− pn

−
(

c
σ
√
p

)2
)n

.

For c < 1/
√

σ2p, the latter term tends to zero as n → ∞. This shows that P (∥Sn∥ρ2 ≥
1

σ
√
p
) → 1, proving Proposition 2.5 by the specific choice of σ and p. .

Proof of Theorem 2.6

This proof is inspired by (Liu et al., 2013, Thm. 1). Let Sn =
∑n

t=1wtηt, and

ηt,j = E(ηt|ϵt, ϵt−1, . . . , ϵt−j),

Sn,j =
n∑
t=1

wtηt,j,
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Yi,j =

(ij)∧n∑
t=(i−1)j+1

wt(ηt,j − ηt,j−1), i = 1, . . . , ⌊n/j⌋+ 1.

By telescoping, we find that

∥Sn∥ψ2 ≤
∞∑
j=1

∥Sn,j − Sn,j−1∥ψ2

≤
∞∑
j=1

∥∥∥∥∥ ∑
i is odd

Yi,j

∥∥∥∥∥
ψ2

+
∞∑
j=1

∥∥∥∥∥ ∑
i is even

Yi,j

∥∥∥∥∥
ψ2

. (9)

Observe that the Y1,j, Y3,j, . . . are independent by construction, and the same holds for
the even indices. Hence, using that ∥ηt,j − ηt,j−1∥ψ2 ≤ δ(j),∥∥∥∥∥ ∑

i is odd

Yi,j

∥∥∥∥∥
ψ2

≤ K̃

√∑
i

∥Yi,j∥2ψ2

≤ K̃

√√√√√∑
i

 (ij)∧n∑
t=(i−1)j+1

|wt|δψ2(j)

2

≤ K̃

√√√√√∑
i

 (ij)∧n∑
t=(i−1)j+1

|wt|2

 (jδψ2(j)
2)

= K̃
√
jδψ2(j)

√√√√ n∑
t=1

|wt|2. (10)

for some universal constant K̃ > 0, stemming from the sub-Gaussian concentration
bound. The same bound holds for the even indices i. Combining (9) and (10) yields the
result for K = 2K̃.

Proof of Corollaries 2.4 and 2.7

Proof of Corollary 2.4. We just need to verify the tightness condition (T). For arbi-
trary 0 ≤ u < v ≤ 1, we may write Sn(u) − Sn(v) =

1√
n

∑n
t=1 ηtwn(t, u, v) for weights

wn(t, u, v) ∈ [0, 1] such that
∑n

t=1 wn(t, u, v)
2 ≤

∑
twn(t, u, v) = |v − u|. Then (T) is a

consequence of Hoeffding’s inequality.

Proof of Corollary 2.7. As in Corollary 2.4, we obtain (T) as a consequence of Theorem
2.6. The convergence of the finite dimensional marginals may be obtained, for example,
via Theorem 5 of Mies (2024).
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Proof of Theorem 3.1

Under the null, σ̂2
n is consistent as an average of a 1-dependent sequence. Corollary 2.4

yields (T ∗
n∨τ) ⇒ (σ|B|ρ2∨τ) for any τ > σCη. By Slutsky’s Lemma and the consistency

of σ̂2
n, we find (T

∗
n

σ̂n
∨ τ) ⇒ (|B|ρ2 ∨ τ) for any τ > Cη, which yields the first claim.

Under the alternative, σ̂2
n is still consistent because

σ̂2
n =

1

2(n− 1)

n∑
t=2

(ηt − ηt−1 + f(t)− f(t− 1))2 =
1

2n

n∑
t=2

(ηt − ηt−1)
2 +OP (µ

2
n/n).

Moreover, T ∗
n ≥ Tn(In)/

√
log en

|In| → ∞ in probability. The latter convergence holds

because Var(
∑

t∈In Yt/
√

|In|) = σ whereas E(
∑

t∈In Yt/
√

|In|) =
√
|In|µn → ∞, which

implies Tn(In) ≍
√

|In|µn ≫
√

log en
|In| by assumption.

Proof of Proposition 3.2

For A > Cη, Corollary 2.4 and (3) yield for any t > 0

lim
h↓0

sup
n

P

(
sup
|I|≤h

{Tn(I)− A
√

log en
|I|}+ > t

)
= 0.

Moreover,

sup
|I|>h

{
Tn(I)− A

√
log en

|I|

}
+

⇒
n→∞

sup
u≤v

|u−v|>h

{
|B(v)−B(u)|√

v − u
− A

√
log e

|u−v|

}
+

⇒
h→0

sup
u≤v

{
|B(v)−B(u)|√

v − u
− A

√
log e

|u−v|

}
+

.

Standard arguments yield the weak convergence of the full statistic (Billingsley, 1999,
Thm. 3.2).

The second claim is a direct consequence of Proposition 2.5.

Proof of Theorem 3.3

Since T ∗
n(F0) ≤ T ∗

n(fn) under H0, the proof is identical to Theorem 3.1 if we can show
that σ̂2

n → σ2 in probability. To this end, we observe that∣∣∣∣∣σ̂2
n −

1

2(n− 1)

n∑
t=2

(ηt − ηt−1)
2

∣∣∣∣∣
≤ 1

2(n− 1)

n∑
t=2

2|ηt − ηt−1| · |fn(t)− fn(t− 1)|+ 1

2(n− 1)

n∑
t=2

|fn(t)− fn(t− 1)|2
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≤

√√√√ 1

(n− 1)

n∑
t=2

|ηt − ηt−1|2

√√√√ 1

(n− 1)

n∑
t=2

|fn(t)− fn(t− 1)|2 + o(1)

= OP (1) · o(1) + o(1),

where the first term is bounded by the law of large numbers. This establishes the
consistency of σ̂2

n.

Proof of Proposition 3.4

We observe that

P
(
∃I ∈ In such that fn ∈ FI0

)
≤ P

 ⋃
I:fn∈FI

0

{T ∗
n(FI0) > σ̂n · qα}


≤ P

(
sup

I:fn∈FI
0

T ∗
n(FI0) > σ̂n · qα

)
≤ P (T ∗

n({fn}) > σ̂n · qα) ,

which is asymptotically less than α.

Proof of Theorem 3.5

The first claim is a consequence of Proposition 3.4. For the power statement, let k
such that τk ∈ D(z) and set In(τk) = [τk − wk

2
, τk +

wk

2
] for wk = w(τk, z) such that

In(τk) ∩ {τ1, . . . , τκ} = {τk}. Then

T ∗
n

(
FIn(τk)const

)
= inf

a∈R
sup

[un,vn]⊂In(τk)

|Sn(v)− Sn(u)− [v − u]a|
ρ2(v − u)

.

Denote µk =
∑k−1

j=0 δj = fn(τk − 1), and assume without loss of generality that δk > 0.

For any a ∈ R, we have a/
√
n ≤ µk +

δk
2
or a/

√
n ≥ µk +

δk
2
. Assume for now the latter

case. Then

sup
[un,vn]⊂In(τk)

|Sn(v)− Sn(u)− [v − u]a|
ρ2(v − u)

≥
∣∣Sn((τk + wk

2
)/n)− Sn(τk/n)− wka

2n

∣∣
ρ2(

wk

2n
)

=

∣∣∣ wk

2
√
n
(µk + δk) + S̃n((τk +

wk

2
)/n)− S̃n(τk/n)− wka

2n

∣∣∣
ρ2(

wk

2n
)

≥
wkδk
4
√
n

ρ2(
wk

2n
)
− |S̃n|ρ2
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≥ c

√
wkδk√
log en

2wk

− |S̃n|ρ2 ≥ c
√
z − |S̃n|ρ2 ,

for some small c > 0. If instead a/
√
n ≤ µk +

δk
2
, we observe that

sup
[un,vn]⊂In(τk)

|Sn(v)− Sn(u)− [v − u]a|
ρ2(v − u)

≥
∣∣Sn(τk/n)− Sn((τk − wk

2
)/n)− wka

2n

∣∣
ρ2(

wk

2n
)

≥

∣∣∣S̃n(τk/n)− S̃n((τk − wk

2
)/n) + wkµk

2
√
n
− wka

2n

∣∣∣
ρ2(

wk

2n
)

≥
wkδk
4
√
n

ρ2(
wk

2n
)
− |S̃n|ρ2 ≥ c

√
z − |S̃n|ρ2 .

By virtue of Theorem 2.2 and Corollary 2.7, the random variable |S̃n| is stochastically
bounded, and thus T ∗(FIn(τk)const ) → ∞ as z → ∞, showing that In(τk) ∈ In eventually.
Note furthermore that In(τk) ∩ {τ1, . . . , τκ} = {τk}. Thus,

P (∀τ̃ ∈ D(z) ∃I ∈ Iτn such that I ∩ {τ1, . . . , τκ} = {τ̃})

≥ P
(
∀τk ∈ D(z) : T ∗(FIn(τk)const ) ≥ σ̂n · qα

)
≥ P

(
c ·

√
z > σ̂n · qα + |S̃n|ρ2

)
,

which tends to one as n → ∞ and z → ∞.

Proof of Proposition 3.6

Because any I ∈ I contains at least one point τ ∈ D̃, we may decompose⋃
τ∈D̃

Ĩ(τ) ⊆ I ⊆
⋃
τ∈D̃

I(τ),

for

I(τ) = {I ∈ I | τ ∈ I}, Ĩ(τ) = {I ∈ I(τ) such that |I| ≤ r(τ)} ≠ ∅.

Choosing one interval Î1 of shortest length, we find that Î1 ∈ Ĩ(τ(1)) for some τ(1) ∈ D̃.

Since τ(1) ∈ Î1, the class I(τ(1)) is removed from the candidate set, while all other Ĩ(τ(k))
are still relevant as they do not contain τ(1). Thus, at the next step, we have⋃

τ∈D̃\{τ(1)}

Ĩ(τ) ⊆ I1 ⊆
⋃

τ∈D̃\{τ(1)}

I(τ).

Proceeding inductively, we find that Îk ∈ Ĩ(τ(k)) for some τ(k) ∈ D̃. This implies that

the iteration stops after exactly |Ĩ| steps, with the claimed guarantees.
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Proof of Theorem 3.7

Lemma A.4. Under the conditions of Theorem 3.7,

sup
u∈[0,1]

∣∣∣Σ̂n(u)− Σ(u)
∣∣∣ P−→ 0,

and for some constant K, and all c ∈ (0, 1),

sup
|u−v|>c

∣∣∣Σ̂n(u)− Σ̂n(v)
∣∣∣ ≤ Kc+OP

(√
vnbn
n

+ b−1
n

)
.

Proof of Lemma A.4. It is sufficient to consider u = i
n
and v = j

n
, as both claims of the

Lemma readily extend via interpolation.
Define the terms

Σ̃n(u) =
1

2n

⌊un⌋−bn∑
t=bn

(
1√
bn

bn−1∑
i=0

(ηt−i − ηt+1+i)

)2

,

∆n =
1

2n

n−bn∑
t=bn

(
1√
bn

bn−1∑
i=0

(fn(t− i)− fn(t+ 1 + i))

)2

,

for u = i
n
, and interpolated in between. By expanding the square and applying the

Cauchy-Schwarz inequality, we find that∣∣∣Σ̂n(u)− Σ̃n(u)
∣∣∣ ≤ ∆n +

√
Σ̃n(1)∆n. (11)

We will show that ∆n → 0 and Σ̃n(u) → Σ(u) uniformly, which implies that (11) tends
to zero. The term ∆n may be bounded as

∆n ≤ 1

2n

⌊un⌋−bn∑
t=bn

(
1√
bn

bn−1∑
j=−bn

|fn(t+ j + 1)− fn(t+ j)|

)2

=
1

2n

⌊un⌋−bn∑
t=bn

4bn

(
1

2bn

bn−1∑
j=−bn

|fn(t+ j + 1)− fn(t+ j)|

)2

≤ 1

2n

⌊un⌋−bn∑
t=bn

2
bn−1∑
j=−bn

|fn(t+ j + 1)− fn(t+ j)|2

≤ 2bn
n

n∑
t=2

|fn(t)− fn(t− 1)|2 ≤ 2bn
n

vn,

which tends to zero by assumption.
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To handle Σ̃n(u), we decompose

Σ̃n(u) =
1

2n

⌊un⌋−bn∑
t=bn

(
1√
bn

bn−1∑
i=0

ηt−i

)2

+
1

2n

⌊un⌋−bn∑
t=bn

(
1√
bn

bn−1∑
i=0

ηt+i

)2

+
1

n

⌊un⌋−bn∑
t=bn

(
1√
bn

bn−1∑
i=0

ηt−i

)(
1√
bn

bn−1∑
i=0

ηt+i

)
= 1

2
Σ̃−
n (u) +

1
2
Σ̃+
n (u) + Σ̃±

n (u).

Theorem 5.1 of Mies and Steland (2023) shows that in the regime 1 ≪ bn ≪ n, and
β ≥ 3,

sup
u∈[0,1]

∣∣∣∣∣∣Σ̃−
n (u)−

1

n

⌊un⌋−bn∑
t=1

σ2
∞,n(t)

∣∣∣∣∣∣ = OP

(√
bn
n
+ 1

bn

)
,

where σ2
∞,n(t) =

∞∑
h=−∞

Cov(Gt,n(ϵ0), Gt,n(ϵh)).

Assumption (LS-3) implies that σ2
∞,n(t) is bounded, see (Mies, 2024, Prop. 1), and thus

1
n

∑⌊un⌋−bn
t=1 σ2

∞,n(t) =
∫ u
0
σ2
∞,n(⌊vn⌋) dv+O(bn/n). As shown in the proof of (Mies, 2024,

Lemma 4), Assumptions (LS-1) and (LS-3) imply the convergence
∫ u
0
σ2
∞,n(⌊vn⌋) dv →∫ u

0
σ2
∞(v) dv, and thus Σ̂−

n (u)
P−→ Σ(u). Upon an index shift, the same arguments apply

to Σ̃+
n (u).

To show that Σ̃±
n (u) → 0, we write Σ̃±

n (u) =
1
n

∑n−bn
t=bn

χt+bn,n, for χt+bn,n = 1
bn

∑bn−1
i,j=0 ηt−iηt+j.

Since ηt = Gt,n(ϵt), we may also write χt,n = Ht,n(ϵt) for some kernel Ht,n. Proceeding
as in the proof of (Mies and Steland, 2023, Thm. 5.1), in particular equations (30) and
(31), we can derive that

∥Ht,n(ϵt)−Ht,n(ϵt,h)∥L2 ≤ K
[(h− bn) ∨ 1]1−β√

bn

for some constant K, and∥∥∥∥∥ max
k=1,...,n

k∑
t=1

(χt,n − Eχt,n)

∥∥∥∥∥
L2

= O
(√

nbn

)
.

Hence, supu |Σ̃±
n (u)− EΣ̃±

n (u)| = OP (
√

bn/n). Moreover,

Eχt+bn,n ≤ 1

bn

bn−1∑
i,j=0

|Cov(ηt−i, ηt+j)|

≤ 1

bn

bn−1∑
i,j=0

(i+ j + 1)−β
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≤ K

n

n−bn∑
t=bn

1

bn

bn−1∑
i=0

(i+ 1)1−β ≤ Kb1−βn ,

see (Mies, 2024, Prop. 1) for the bound on the autocovariance of ηt. Thus, supu E(Σ̃±
n (u)) =

O(b1−βn ). Jointly, we find

sup
u∈[0,1]

∣∣∣∣∣∣Σ̃n(u)−
1

n

⌊un⌋−bn∑
t=1

σ2
∞,n(t)

∣∣∣∣∣∣ = OP

(√
bn
n

+ b−1
n + b1−βn

)
= OP

(√
bn
n

+ b−1
n

)
,

since β > 3, and in combination with (LS-3),

Σ̃n(u)− Σ(u)
P−→ 0.

The latter convergence holds uniformly by monotonicity and continuity of the limit Σ(u),
though without a rate, since (LS-3) does not state a rate. Moreover, together with (11),
we note that

sup
u∈[0,1]

∣∣∣∣∣∣Σ̂n(u)−
1

n

⌊un⌋−bn∑
t=1

σ2
∞,n(t)

∣∣∣∣∣∣ = OP

(√
vnbn
n

+ b−1
n

)
.

Since σ2
∞,n(t) is bounded, we find that

sup
|u−v|>cn

∣∣∣Σ̂n(u)− Σ̂n(v)
∣∣∣ = OP

(√
vnbn
n

+ b−1
n + cn

)
.

Proof of Theorem 3.7. In the remainder of this proof, all probabilities only concern the
randomness of W , i.e. we work conditionally on Σ̂n. For any 0 ≤ a < b ≤ 1, introduce

Zn(a, b) = sup
|u−v|∈[a,b]

|B(Σ̂n(u))−B(Σ̂n(v))|
ρ2(|u− v|)

Z(a, b) = sup
|u−v|∈[a,b]

|B(Σ(u))−B(Σ(v))|
ρ2(|u− v|)

.

The uniform consistency of Σ̂n(u) implies that Zn(c, 1) ⇒ Z(c, 1) for any fixed c ∈ (0, 1).
Moreover, Z(c, 1) ⇒ Z(0, 1) as c → 0. Using standard arguments (Billingsley, 1999,
Thm. 3.2), we obtain the thresholded weak convergence (Zn(cn, 1) ∨ τ) ⇒ (Z(0, 1) ∨ τ)
if we can show that, for any ϵ > 0,

0
!
= lim

c→0
lim sup
n→∞

P (|(Zn(cn, 1) ∨ τ)− (Zn(c, 1) ∨ τ)| > ϵ) (12)

≤ lim
c→0

lim sup
n→∞

P (Zn(cn, c) > τ) .
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To this end, observe that

Zn(cn, c) = sup
|u−v|∈[cn,c]

|B(Σ̂n(u))−B(Σ̂n(v))|
ρ2(|u− v|)

≤ sup
|u−v|∈[0,c]

|B(Σ̂n(u))−B(Σ̂n(v))|
ρ2(|Σ̂n(u)− Σ̂(v)|)

· sup
|u−v|≥[cn,1]

ρ2(|Σ̂n(u)− Σ̂n(v)|)
ρ2(|u− v|)

≤ sup
|u−v|∈[0,ĉ]
u,v≤Σ̂n(1)

|B(u)−B(v)|
ρ2(|u− v|)

· sup
u,v∈[0,1]

ρ2(R̂|u− v|)
ρ2(|u− v|)

,

for the random variables

ĉ = sup
|u−v|≤c

∣∣∣Σ̂n(u)− Σ̂n(v)
∣∣∣ ≤ Kc+OP

(
vnbn
n

+
1

bn

)
,

R̂ = sup
|u−v|≥cn

|Σ̂n(u)− Σ̂n(v)|
|u− v|

≤ K +OP

(
vnbn
nc2n

+
1

bncn

)
.

The OP (. . . ) terms vanish by virtue of our rate assumptions. Lévy’s Theorem on the
modulus of continuity of B yields, for any ϵ > 0

lim
c→∞

lim sup
n→∞

P

 sup
|u−v|∈[0,ĉ]
u,v≤Σ̂n(1)

|B(u)−B(v)|
ρ2(|u− v|)

>
√
2(1 + ϵ)


≤ lim

c→∞
P

 sup
|u−v|∈[0,2Kc]
u,v≤2Σ(1)

|B(u)−B(v)|
ρ2(|u− v|)

>
√
2(1 + ϵ)

 = 0.

Moreover, by Lemma A.2, the function ζ(R) = supu,v∈[0,1]
ρ2(R|u−v|)
ρ2(|u−v|) is well-defined and

strictly increasing. Since P (R̂ > 2K) → 0, we find that

P

(
sup

u,v∈[0,1]

ρ2(R̂|u− v|)
ρ2(|u− v|)

> ζ(2K)

)
→ 0.

This yields

lim
c→∞

lim sup
n→∞

P

 sup
|u−v|∈[0,ĉ]
u,v≤Σ̂n(1)

|B(u)−B(v)|
ρ2(|u− v|)

sup
u,v∈[0,1]

ρ2(R̂|u− v|)
ρ2(|u− v|)

>
√
2(1 + ϵ) · ζ(2K)

 = 0,

which establishes (12) for any τ >
√
2ζ(2K). Thus, we find for any t > τ ,

P
(
|B(Σ̂n(u))|ρ2 > t

∣∣∣ Σ̂n

)
P−→ P (|B(Σ(u))|ρ2 > t) .

Note that this indeed holds for all t > τ , since the limit has a continuous distribution
Lifshits (1984). This limiting continuity also implies the convergence of quantiles.
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Proof of Proposition 3.8

Consider the signal detection problem first. Let cn = an
n
and dn = an+ln

n
. By assumption

7, there exists (un, vn) ∈ G such that un ≤ cn < dn ≤ vn and |un − vn| ≤ K ln
n
. Then

|Sn|ρ2,G ≥ |Sn(vn)− Sn(un)|
ρ2(K|dn − cn|)

.

Similar to the proof of Theorem 3.1, we have |E(Sn(vn) − Sn(un))| ≥
√
n|dn − cn||µn|

and Var(Sn(vn)− Sn(un)) =
√

|vn − un| ≤
√

K|dn − cn|, which yields

|Sn(vn)− Sn(un)|
ρ2(K|dn − cn|)

≍
√
n|µn|

√
|dn − cn|√

log |dn − cn|

≍ |µn|
√
ln√

log(n/ln)
,

which tends to infinity by assumption.
Now consider the change localization problem. Denote wk = w(τk, z) for τk ∈ D(z),

as well as cn =
τk−

wk
4K

n
and dn =

τk+
wk
4K

n
. By assumption (7), there are (un, vn) ∈ G such

that un ≤ an < bn ≤ vn and |un − vn| ≤ K|an − bn| ≤ wk ≤ Lk. As in the proof of
Theorem 3.5, we find for Jn(τk) = [nun, nvn] that

T ∗
n

(
FJn(τk)const

)
= inf

a∈R
sup

[un,vn]⊂Jn(τk)
(u,v)∈G

|Sn(v)− Sn(u)− [v − u]a|
ρ2(v − u)

≥
wkδk
4K

√
n

ρ2(wk/n)
− |S̃n|ρ2 ≥ c

√
z − |S̃n|ρ2 ,

which tends to infinity as z → ∞, while |S̃n|ρ2 remains stochastically bounded. Since
|Jn(τk)| ≤ w(τk, z), this completes the proof.
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Račkauskas, A. and Suquet, C. (2009). Hölderian invariance principle for Hilbertian
linear processes. ESAIM: Probability and Statistics, 13:261–275.
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